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ABSTRACT 

 

EFFECTS OF INFLOW BOUNDARY LAYER ON THE WAKE 

CHARACTERISTICS OF A RADIALLY NON-UNIFORM POROUS DISC 

 

 

 

Abdulrahim, Anas 

Doctor of Philosophy, Aerospace Engineering 

Supervisor: Prof. Dr. Oğuz Uzol 

Co-Supervisor: Asst. Prof. Dr. Mustafa Perçin 

 

 

January 2022, 210 pages 

 

 

This thesis study presents the results of an experimental investigation focusing on 

the effects of inflow boundary layer on the wake characteristics of a porous disc (disc 

diameter-to-boundary layer height is 0.2) with radially non-uniform porosity in terms 

of mean flow, turbulence, wake scaling, and proper orthogonal decomposition. Two-

dimensional two-component particle image velocimetry measurements within the 

wake are performed up to 7.5 diameters downstream as the disc is lowered deeper in 

to a boundary layer that is representative of a neutral atmospheric boundary layer 

over a flat terrain (corresponds to 435 scale factor compared to field length scale). 

Results show that otherwise symmetrical wake velocity profiles that exist outside the 

boundary layer get skewed and sheared around the disc centerline in the boundary 

layer due to the inflow wind shear. The turbulent kinetic energy, its production and 

Reynolds shear stress levels in the wake get asymmetrical around the centerline of 

the disc such that the production of turbulent kinetic energy is observed to be higher 

above centerline. Due to the inflow shear, the wake centerline gets shifted 

downwards (i.e., towards the wind tunnel wall), which is in contrast to the 



 

 

vi 

 

observations on real wind turbine wakes in the literature where the wake actually 

lifts up. The asymmetrical and skewed velocity profiles both in the streamwise and 

cross-stream directions can be collapsed onto a single function by using proper wake 

scaling parameters based on the ratio of local strain to average strain within the 

velocity profile calculated separately for either side of the wake. Proper orthogonal 

decomposition reveals that the most energetic modes are the first and second modes. 

The differences in the modes are significant when the disc is at different positions 

within the boundary layer. Finally, the wake velocity profiles of the porous disc are 

compared against model predictions from the Bastankhah and Porté-Agel wake 

model and the Ishihara and Qian wake model under different inflow conditions. A 

method is proposed as an extension to the wake models to generate asymmetric wake 

velocity profiles. The comparison illustrates the deviation due to the wake growth 

rate and initial wake width estimation. The wake growth rate of the porous disc can 

be significantly higher than field turbines as well as those estimated through 

empirical relations suggested in the literature in the context of engineering wake 

models, particularly at low ambient turbulence conditions. This suggests caution in 

the use of porous discs to simulate wind turbine wakes and wind farms in wind tunnel 

studies. Results show that the when using the estimated wake growth rate and initial 

wake width of the porous disc, the wake models show better predictions overall for 

all the test cases considered.  

 

Keywords: Atmospheric Boundary Layer, Porous Disc, Wind Turbine, Wake Model, 

Wake Turbulence, Wake Growth Rate, Proper Orthogonal Decomposition 
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ÖZ 

 

RADYAL OLARAK DEĞİŞKEN GÖZENEKLİLİĞE SAHİP BİR 

GÖZENEKLİ DİSKE GİRİŞ AKIŞ SINIR TABAKASININ ETKİLERİ 

 

 

Abdulrahim, Anas 

Doktora, Havacılık ve Uzay Mühendisliği 

Tez Yöneticisi: Prof. Dr. Oğuz Uzol 

Ortak Tez Yöneticisi: Yrd. Doç. Dr. Mustafa Perçin 

 

 

Ocak 2022, 210 sayfa 

 

 

Bu tez çalışmasında radyal olarak değişken gözenekliliğe sahip bir gözenekli diskin 

giriş sınır tabaka akış etkisi altındaki iz bölgesi karakteristikleri ortalama akış, 

türbülans ve iz bölgesi ölçeklendirme yönlerinden deneysel olarak incelenmiştir. 

Gözenekli disk, düz bir arazi üzerindeki nötr atmosferik sınır tabakayı temsil eden 

bir sınır tabakanın içine çeşitli konumlarda yerleştirilmiş ve bu konumlarda 

gözenekli diskin iz bölgesinde 7.5 çap akışaltı uzaklığa kadar iki-boyutlu, iki-

bileşenli parçacık görüntülemeli hız ölçümü tekniği kullanılarak deneysel ölçümler 

gerçekleştirilmiştir. Sonuçlar normal şartlar altında simetrik olan iz bölgesi hız 

profillerinin sınır tabakanın içindeyken disk önündeki hız profili nedeniyle disk orta 

çizgisi etrafında eğildiğini ve kırıldığını göstermektedir. Türbülans kinetik enerjisi, 

türbülans kinetik enerjisi üretimi ve Reynolds kayma gerilmesi seviyelerinin iz 

bölgesinde orta çizgi etrafında asimetrik olduğu görülmüştür. Türbülans kinetik 

enerji üretimi orta çizgi üzerinde daha yüksektir. Disk önündeki hız profili nedeniyle 

iz bölgesi orta noktası aşağı doğru (rüzgar tüneli alt duvarına doğru) kaymaktadır. 

Bu durum, literatürdeki gerçek boyutlu rüzgar türbini üzerinde yapılan gözlemlere 
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ters düşmektedir. İz bölgesinin her iki tarafı için ayrı ayrı hesaplanan, hız profilinin 

yerel gerilmesinin ortalama gerilmesine oranına dayalı belirlenmiş uygun 

ölçeklendirme parametreleri kullanılarak hem akış yönündeki hem de akışa dik 

yönderki asimetrik ve çarpık hız profillerinin sabit bir dağılıma indirgenmesi 

mümkün olmaktadır. Rüzgar türbini iz bölgelerinin analitik modeller kullanılarak 

doğru bir şekilde öngörülebilmesi için iz bölgesi büyüme oranının doğru 

değerlendirilebilmesi kritik öneme sahiptir. Rüzgar tünellerinde rüzgar türbinlerinin 

iz bölgelerini benzeştirebilmek amacıyla kullanılan gözenekli disklerin iz bölgesi 

büyüme oranı parametreleri özellikle düşük ortam türbülans yoğunluğunda rüzgar 

türbinlerine göre çoğunlukla daha yüksektir. Bir gözenekli diskin ve bir rüzgar 

türbini tarafından akışa eklenen türbülansın farklılıkları da farklı ortam türbülans 

yoğunluğu koşullarında araştırılmıştır. Disk ve rotor iz bölgesi türbülansı ile birlikte 

eksenel indükleme faktörünü de hesaba katan yeni bir denklem önerilmiştir. Buna ek 

olarak, gözenekli diskler ve rüzgar türbinlerine ait deneysel veri Bastankhah ve 

Porté-Agel ve Ishihara ve Qian iz bölgesi modelleri ile yapılan tahminler ile 

karşılaştırılmıştır. Sonuçlar yeni önerilen iz bölgesi büyüme oranı denkleminin genel 

olarak daha iyi çalıştığını ve iz bölgesi modellerine eklenerek gerçek boyutlu rüzgar 

türbinlerinin iz bölgelerinin tahmininde kullanılabilme potansiyelinin olduğunu 

göstermektedir. 

 

Anahtar Kelimeler: Atmosferik Sınır Tabaka, Gözenekli Disk, Rüzgar Türbini, İz 

Bölgesi Modeli, İz Bölgesi Türbülansı, İz Bölgesi Büyüme Oranı 
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“If you want to go fast, go alone.  

If you want to go far, go together” 

-African Proverb-
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CHAPTER 1  

1 INTRODUCTION  

1.1 Motivation 

Increasing demand for renewable energy stimulates design efforts to achieve more 

efficient wind turbine systems. The performance and structural integrity of a wind 

turbine, in addition to numerious other parameters, are affected by the presence of 

other turbines nearby, espcially in wind farms where a cluster of turbines are sited at 

the same location in order to produce vast amount of electricity.  

One of the key factors for higher production capacity is the need for larger wind 

turbine rotors. However, there are constraints associated with large-diameter rotors, 

mainly structural constraints. In addition, larger rotors require larger areas for wind 

farm installation due to the wake interaction of the wind turbines. The velocity deficit 

in the wake of a wind turbine generally causes downstream wind turbines to extract 

less power from the wind, and the relatively high turbulence levels of the wake flow 

result in high dynamic loading on the downstream turbines [1]. These two effects 

reduce the energy production and the efficiency of wind farms significantly. In this 

respect, a comprehensive understanding of the physical phenomena associated with 

the wind turbine wake flow is required to overcome the aforementioned issues. 

In addition to wake interactions occurring in wind farms, the impact of incoming 

atmospheric boundary layer (ABL) on turbine wakes and performance is also 

significant. Wind turbines naturally operate within the ABL; hence, they get 

subjected to atmospheric turbulence, wind shear, and wind direction changes both in 

time and space. Predicting and characterizing wind turbine operating conditions 

require detailed knowledge of the atmospheric wind fields as well as wind turbine 

aerodynamics sometimes down to millimeter scale [2]. 
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Previous studies have been conducted in order to simulate the atmospheric boundary 

layer (ABL) and investigate its effects on wind turbine rotor/blade performance and 

wake characteristics both on single and multiple turbine arrangements. Studies have 

focused on effects of turbulence intensity, wind shear, and atmospheric stability 

using wind tunnel experiments, numerical studies as well as field measurements 

which will be discussed in the following sections. However, in terms of wind tunnel 

studies there still exists a difficulty of correctly simulating the ABL, basically 

achieving the same turbulence intensities and same turbulent length scales. Although 

studies have provided a vital contribution on the necessity of investigating this area 

of research, still there is a demand to better understand the physical aspects of the 

ABL and its impact on wind turbine performance and wake characteristics. 

Porous discs are frequently used to simulate wind turbine far wake characteristics 

due to their design simplicity. Many studies have been conducted using porous discs,  

however, most studies are conducted under low turbulence uniform inflow or 

decaying isotropic turbulence generated by means of grids. In terms of ABL inflow 

effects, most measurements are limited in the near wake region or taken on horizontal 

planes (parallel to the ground). However, no study have shown measurements 

conducted across the vertical plane (i.e. along the shear flow) as well as cover the 

near and far wake regions. In addition, effects of various wind velocity gradients and 

turbulence intensity gradients on the wake charactersitcs were not tested before. 

Therefore, the main motivation in this study is to investigate the effects of inflow 

boundary on the wake characteristics of a porous disc by successively exposing the 

disc to different inflow velocity gradients and turbulence intensity gradients. In 

addition, comparison of the porous disc wake velocity profiles with analytical 

models is conducted to highlight the deviations in the wake spreading charactersitics, 

which is not conducted before and it reveals important differences in the wake 

spreading characteristics of porous disc compared to wind turbines.  
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1.2 Overview of Wind Shear, Atmospheric Turbulence and Wake Effects 

As mentioned previously, wind turbines naturally operate within the atmospheric 

boundary layer, hence they get subjected to atmospheric turbulence, wind shear, as 

well as wind directional changes both in time and space [2]. These factors combined 

represent the normal operating conditions experienced by the wind turbine. In 

addition, wind turbine placement within wind farms requires comprehensive 

understanding of the wind conditions for a certain terrain or space such as offshore 

and onshore conditions [2]. Figure 1.1 shows a typical offshore wind farm (Horns 

Rev) located in the Danish North Sea where turbulence is present in the flow field 

surrounding the wind turbines. 

 

Figure 1.1 Horns Rev offshore wind farm [54] 

Wind turbines operating within the ABL are subjected to different length, velocity 

and time scales, making it difficult to analyze their impact on wind turbines or wind 

farms. These scales range from the millimeter-thin boundary layer on the blade 

surface to the length of modern turbines, which are approaching 90-100 m [2]. For 

wind farms these length scales can reach up to hundreds of kilometers in size [2]. 

Table 1.1 shows typical estimated length, velocity and time scales in wind turbine 

aerodynamics. 

 

Designed for 

uniform flow 

Experience a wake 

turbulent flow 
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Table 1.1 Length, velocity, and time scale requirements in wind turbine 

aerodynamics [2] 

 Length Scale (𝑚) Velocity Scale (𝑚/𝑠) Time Scale (𝑠) 

Airfoil boundary layer 0.001 100 0.00001 

Airfoil 1 100 0.01 

Rotor 100 10 10 

Cluster 1000 10 100 

Wind farm 10 000 10 1000 

Cluster of wind farms 100 000 10 10 000 

 

According to several wind energy communities, turbulence and wind shear present 

in the atmosphere are important challenges affecting the aerodynamics of wind 

turbines and wind farms. Therefore, a thorough understanding of the physical 

phenomena associated with the ABL plays a key role in improving the design and 

performance of wind turbines. Due to this fact, research is conducted in order to 

understand the effects of the ABL using numerical and experimental studies as well 

as field studies.  

Wind turbines are installed in wind farms with different layouts or configurations 

and they are exposed to different wind directions. They are also exposed to wind 

shear and turbulence from the atmosphere (i.e. ABL). Power losses and dynamic 

loading are important issues that wind turbines experience in wind farms mainly due 

to wakes generated from upstream turbines. The wakes coming from upstream 

turbines have two distinct features, velocity deficits which are responsible for power 

losses and added turbulence which results in increased fatigue loading on the blades 

of downstream turbines which compromises their structural integrity.  

The structure of the wind turbine wake is very complex where many phenomena are 

present. To illustrate, the characteristics of the freestream flow, the aerodynamic 

design and the swirl generated due to blade rotation, the shear layer generated by the 

tip vortices, the root vortices and the turbine tower, hub as well as the nacelle affect 

the mean flow field and turbulence structures in the wake [54].   
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Figure 1.2 shows a schematic figure of the wake region downstream of a typical wind 

turbine immersed in an ABL. As illustrated in the figure the upstream region is called 

the induction region, where the velocity drops in proximity of the turbine [54]. The 

existence of the wind turbine influences both the upstream and downstream (called 

the near wake) regions of the wind turbine. The region from the turbine rotor to 

approximately 2-4 rotor diameters downstream is considered as the near wake. In 

this region the geometry of the wind turbine determines the shape of the wake flow 

field. This region is dominated by the tip and root vortices shedding from the wind 

turbine. Moreover, the axial pressure gradient across the rotor plane is responsible 

for the wake deficit [54]. On the other hand, the far wake is the region where the 

effect of the turbine rotor is insignificant. In the far wake the focus lies on the 

modelling of the wake, wake-wake interaction, turbulence modeling and terrain 

effects [54]. The wake velocity profile in the far wake is axisymmetric, self-similar 

with a Gaussian distribution [54]. 

 

Figure 1.2 Schematic figure of the wake flow field downstream of a wind turbine 

immersed in an ABL [54] 

1.3 Literature Review 

Several studies have been conducted in order to investigate the impact of turbulence 

and wind shear for wind farm control and optimization. These studies range from 

field measurements for both onshore and offshore wind farms, to wind tunnel studies 

of scaled-down model wind turbines and wind farms, as well as numerical studies 
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and comparisons of state-of-art simulations such as large eddy simulation (LES). 

These studies have shed light into the importance of turbulence and wind shear and 

their impact on wind farm performance. 

1.3.1 Field Measurement Studies 

Field measurement studies have been conducted in order to understand the impact of 

meteorological conditions and atmospheric boundary layer (ABL) properties such as 

wind shear, turbulence intensity as well as atmospheric stability on the performance, 

efficiency, and annual energy production of existing wind farms located in different 

parts of the world. Wake losses and their effects on power deficits of wind farms are 

also investigated under different atmospheric conditions. Other studies have been 

used to improve numerical simulations and develop analytical models in order to 

improve wind farm design and optimization.  

For instance, Barthelmie et al. [3-5] investigated the effects of meteorological 

conditions on the Vindeby offshore wind farm in Denmark. Factors such as wind 

speed variability from land to sea, wind shear, diurnal variability, turbulence 

intensity as well as atmospheric stability have been investigated to understand their 

impact on losses due to wakes, energy production as well as turbine loading. Results 

from these measurements have been also used for engineering wake model 

validation. Another study conducted by Jensen et al. [6] regarding wake 

measurements at the Horns Rev offshore wind farm situated in Denmark. The study 

investigated wind speed and turbulence in the wakes of multiple wind turbines both 

in aligned and diagonal arrangements. They also investigated the wake downstream 

of the entire wind farm. Their results show that there is large velocity deficit from 

first row to the second row of turbines, however, wind speed variation is undetectable 

from the second to the tenth row. The influence of the wind farm wake is still 

persistent 6 km downstream on wind speed and turbulence measurements.  

Christiansen and Hasager [7], and Hasager et al. [8] carried out measurements using 

Satellite Synthetic Aperture Radar (SAR) to investigate the wake effects from two 

large offshore wind farms namely Horns Rev and Nysted in the North Sea. Their 
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observations show around 8-9% of velocity deficit downstream of the wind turbine 

arrays, and the wind speed recovery is around 2% over a distance of 5-20 km 

combined with added turbulence intensity. Similarly, Méchali et al. [9], carried out 

measurements at Horns Rev wind farm to understand the impact of wake effects and 

wind direction changes on the power production of the wind farm. The results were 

also used for wake-model validation proposed by Frandsen et al. [10]. Authors show 

that large power deficits exist where the wind is along the turbine rows. They also 

show that the wake development and wind direction are strongly affected by 

atmospheric stability. Finally, the wake model was able to predict the power deficits 

associated with wake losses for the first two rows. However, towards the end of the 

wind farm the model seems to over-predict the energy production as compared with 

the measurements.  

Additional studies regarding the impact of wind shear, turbulence intensity, wind 

direction changes as well as atmospheric stability on power losses due to wind 

turbine wakes at Horns Rev and Nysted wind farms in Denmark were conducted by 

Barthelmie et al. [11,12] and Hansen et al. [13,14]. Results show that turbulence 

intensity and atmospheric stability have strong influence on the power deficit. They 

concluded that in stable conditions the power deficits are significant, however, the 

higher the turbulence intensity the lower the power deficits.  

Bardal et al. [15] and Bardal and Saetran [16] investigated the effects of turbulence 

intensity and wind shear on wind turbine power output and Annual Energy 

Production (AEP) for a 3MW wind turbine, which was a part of a wind farm located 

in Mid-Norway (Valsneset test site). Results show that low-shear and low-turbulence 

conditions result in an increase in the AEP. Furthermore, they observed that the 

largest impact of turbulence on the power appears to be around the rated wind speed. 

Stival et al. [17] conducted another study using LiDAR measurements at a North 

American wind farm in the United States of America (USA). They claim that high 

turbulence intensity associated with high wind shear diminishes wind turbine power 

production significantly. Sakagami et al. [18] performed measurements in the Pedra 

Do Sal wind farm located in the northwest coast of Brazil. The objective of that study 

was to investigate the effects of inflow turbulence intensity, wind shear, and 
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atmospheric stability on the power performance. Their results showed that the inflow 

turbulence intensity affects the performance of the wind turbines significantly by up 

to 2.4% of the rated power output at turbulence intensity levels larger than 7% and 

3.5% at turbulence intensity levels smaller than 5%.  

Wharton and Lundquist [19] presented field measurements of a wind farm located in 

the West Coast of North America focusing on the impact of atmospheric stability 

wind turbine power output. They claim that atmospheric stability is related to the 

wind generated shear, consequently affecting the wind turbine power output. Their 

results show that the power generated is higher under stable conditions compared to 

convective conditions with almost 15% difference. Kumer et al. [20], investigated 

the impact of different stability conditions on wind turbine wakes at ECN’s wind 

turbine test site, Wieringermeer in the Netherlands. They showed that the 

performance of the wind turbine is greatly affected by the wake during stable 

conditions. Westerhellweg et al. [21] observed the effects of turbulence intensity and 

stability at Alpha Ventus wind farm on the power deficits due to wake losses. Results 

show that wake effects are significant under stable conditions. The wake width was 

broader and the power deficits are around 4% larger compared to unstable conditions. 

These studies strongly suggest that understanding ABL effects such as inflow wind 

shear and turbulence is crucial in order to improve the performance and efficiency 

of wind turbines and wind farms. On the other hand, other studies have focused on 

modelling the power losses of existing wind farms due to wake effects in order to 

improve the numerical simulations and analytical models, by integrating the effects 

of wind shear, turbulence, wind direction, as well as stability. In addition, 

comparisons were made with field measurements to assess the performance of 

existing wake models.  

For instance, Barthelmie et al. [22-25] collected data from Middelgrunden offshore 

wind farm in order to analyze the wake losses as well as the wind turbine induced 

turbulence under a variety of wind speed conditions. Results were also compared 

with state-of-the-art models (such as WAsP [26,27] wind farm model, and Frandsen 

and Madsen [28] model) for predicting power losses and turbulence induced by wind 

turbine due to wakes. Results show that wake losses are reasonably predicted by 



 

 

9 

WAsP model, which are largest at low wind speeds and decrease as wind speed 

increases. Moreover, turbulence intensity shows strong dependency on wind speed 

and direction, and the added turbulence models seem to generate comparable 

prediction of the turbulence increase due to wakes. Additional measurements were 

conducted to evaluate the performance of several other wake models such as 

WindFarmer from GH [29,30], WAKEFARM from ECN [31], CRES-flowNS from 

CRES [32], and NTUA [33,34]. Analysis showed that wind farm based models under-

predict wake losses, whereas CFD based models over-predict the wake losses.  

Riedel and Neumann [35] also developed a CFD model to predict the wind and 

turbulence conditions in large offshore wind farms including the effects of wind 

shear and turbulence for fatigue analysis. Schlez and Neubert [36] presented an 

extension to the standard wake and wind flow models HG WindFarmer with 

additional empirical corrections for disturbances coming from the wind farm. Results 

from validation cases for two large wind farms show that the model accurately 

represents the losses in those wind farms. Frandsen et al. [37] developed and 

modified various existing models for wind farm efficiency and for intermediate scale 

models and validation results were used against data collected from Horns Rev wind 

farm.  

Cleve et al. [38] conducted validation for the Jensen wake model [39,40] with wake 

flow data collected from the Nysted offshore wind farm. Results show that the Jensen 

model agrees with the power losses between the first and second rows of turbines. 

Emeis [41] integrated atmospheric stability on the existing wind park model 

developed by Emeis and Frandsen [42]. The model could be used for first order 

estimations of wind farm efficiency and its wake effects for different roughness and 

stability conditions. Gaumond et al. [43,44] made comparisons between the 

predictions of three wake models against data from Horns Rev and Lillgrund offshore 

wind farms. The results show that when the simulations are averaged over wind 

direction sectors of 300, the power production is accurately predicted by the models. 

On the other hand, within narrow sectors, the wake models under predict the power 

outputs.  
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There have been many experimental and numerical works on the wake of a wind 

turbine and its interaction with the downstream turbines. In these studies, in general, 

wind turbines are either subjected to uniform low-turbulence free-stream conditions 

or to inflow conditions with different wind shear and turbulence levels simulating 

different ABL profiles. Some of the numerical and experimental studies are 

explained in the following sections. 

1.3.2 Numerical Studies 

Some of the numerical approaches include the implementation of the actuator disc 

concept, where the wind turbine is modeled as a solid disc by introducing a force 

component in the streamwise direction (viz., drag) at the grid points corresponding 

to the area swept by the turbine rotor [76-81]. Other methods take into account the 

aerodynamic properties of the blades as well as the rotation effects on the wake, such 

as the actuator line-based simulations [82-87]. Moreover, numerical investigations 

on fully resolved geometries combined with the Reynolds-Averaged Navier-Stokes 

(RANS) equations or more recently by using the Large Eddy Simulations (LES) have 

also been conducted [88-91]. The former lacks accuracy since it only computes the 

mean flow and parameterizes the effects of all scales of turbulence. On the other 

hand, LES show superiority over RANS by computing explicitly the large scales of 

turbulence and modelling the smaller ones; however, it is still computationally 

expensive [92].  

For instance, Troldborg et al. [82, 93-95] used LES coupled with actuator line 

technique to simulate the wake interactions of multiple wind turbine operating in 

uniform and turbulent inflow conditions. Results show that the power deficits, mean 

wake deficit, and added turbulence intensity at different downstream positions are 

comparable with field measurements. Furthermore, in the case of turbulent flow as 

compared to uniform flow the wake characteristics are significantly changed, in the 

sense that, root and tip vortices sustain to shorter distances downstream of the turbine 

in the turbulent case. Moreover, the swirl in the wake decays rapidly in the turbulent 
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case. Finally, results show that ambient turbulence results in faster wake recovery 

and increased blade loading on downstream turbine. 

Calaf et al. [79] employed LES to investigate the vertical transport of momentum 

and kinetic energy in a wind farm immersed in an ABL. They claim that the fluxes 

of kinetic energy in the vertical direction associated with turbulence have the same 

order of magnitude as the power extracted by the forces modeling the wind turbines. 

Churchfield et al. [96] used LES to investigate the effects of atmospheric and wake 

turbulence on wind turbine dynamics. Results show that under unstable conditions 

the downstream turbine performance has improved significantly compared to neutral 

conditions.  

Wu and Porté-Agel [60,80], and Porté-Agel et al. [86,99] employed LES coupled 

with an actuator disk model (ADM) with and without rotation to investigate the wake 

downstream of model wind turbine in a neutrally stratified ABL. Results show that 

the characteristics of the far-wake downstream of the wind turbine are in agreement 

with the experiments. However, in terms of the near wake characteristics the ADM 

with rotation shows better predictions compared to the one without rotation. 

Moreover, the spatial distribution of the mean velocity deficit, turbulence intensity, 

and turbulent shear stress in the wake are dependent on the ambient turbulence. Wu 

and Porté-Agel [100-102] also used a similar approach to study the flow within wind 

farms with different configurations and their effects on power losses. Results show 

that wind farm layout has a significant influence on wake flow field and the 

performance of the wind turbine. For instance, in staggered layout the lateral 

interaction between the wakes is stronger resulting in a more homogenous wind farm 

wake along the spanwise direction and faster wake recovery. Lu and Porté-Agel 

[103] investigated the wake interactions within wind farms under stable conditions. 

Results show non-axisymmetric wind turbine wakes compared with non-uniform 

conditions.  

Ivanell et al. [104] used LES coupled with the actuator disk model to simulate the 

wakes generated by the Horns Rev offshore wind farm. Results show that this 

approach could capture the main production within the wind farm as compared with 

the measurements. Furthermore, wind measurements downstream of the wind farm 
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show that LES slightly over predicts the wake recovery downstream of the wind 

farm. Politis et al. [105] used RANS based models coupled with actuator disk 

methods to predict the power production for wind farms in complex terrain. Wang et 

al. [106] performed experimental and numerical (LES) investigations on wake 

redirection techniques in a boundary layer wind tunnel. Dörenkämper et al. [107] 

studied the impact of stable ABL on the wakes and performance of offshore wind 

turbines using LES. Results show that the wake effects are stronger in stable 

conditions compared to neutral and unstable situations. In addition, they claim that 

the distance of the wind farm to the coast has a major influence on the power output. 

Schulz et al. [108] used Delayed-Detached-Eddy Simulations (DES) to investigate 

the effects of atmospheric turbulence on wind turbine wake in complex terrain. 

Results show that the complex terrain leads to deflection of the wake. 

1.3.3 Wind Tunnel Studies  

Wind tunnel studies of the effect of turbulence and wind shear on wind turbines and 

wind farms are very extensive in the literature. Studies have focused on investigating 

the effects of turbulence intensity and wind shear on the performance of single 

turbine, tandem turbines, as well as wind turbine arrays. Research has focused on 

load measurements, wake characteristics as well as tip vortex characteristics. 

Additional work in terms of wind farm control strategies such as the effect of yaw 

misalignment on wind turbine wakes and wind farm performance has been reported 

as well.  

For instance, Sicot et al. [109] performed measurements on 2-bladed rotor under 

different inflow turbulence intensities with integral length scales of the order of the 

chord length of the blade by utilizing a regular grid. They claim that the power and 

thrust are slightly affected by turbulence levels.  

Chamorro and Porté-Agel [55,56] and Zhang et al. [58] performed a series of 

experiments investigating the effect of ABL under different thermal stratification and 

turbulence structures, on the wake characteristics and performance of model wind 

turbines. Results show that until 20 rotor diameters downstream of the wind turbine 
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the impact of the wake on turbulence fields is still present. In addition, under stable 

conditions the velocity deficit represented as power-law decay is faster compared to 

neutral conditions. The experiments were extended to wind farm study to better 

understand the turbulent flow inside and above the wind farm and its impact on the 

power output as reported in Chamorro and Porté-Agel [113]. Chamorro et al. [114] 

investigated the flow within aligned and staggered wind farm placed in a thermally 

neutral ABL. They claim that the staggered layout is more efficient in transferring 

momentum from the ABL when compared with aligned layout having the same 

streamwise and spanwise spacing, resulting in better overall wind farm power output 

of around 10%.  

Another wind tunnel study was performed by Cal et al. [115] on a 3 x 3 array of 

model wind turbines using PIV under atmospheric boundary layer conditions in order 

to investigate the vertical transport of momentum and kinetic energy across the wind 

turbine array. Their results show that the vertical transport of kinetic energy 

associated with the Reynolds shear stresses have the same order of magnitude as the 

power extracted by the wind turbines. Maeda et al. [116,117] performed a wind 

tunnel study of the effects of inflow turbulence intensity generated by grids of 

different blockage ratios on the wake and power output of a model wind turbine. 

Their results show that the turbulence of main flow affects the wind turbine wake 

profile, i.e. high turbulence intensities enhance entrainment of the main flow and the 

wake, as well as faster recovery of the wake. In addition, they found out that the tip 

vortex structure is diffused due to higher turbulence levels. Mahmoodilari [118] also 

performed wind tunnel measurements both on wind turbine blade as well as model 

wind turbine. Results show that the lift-to-drag ratio of the wind turbine blade 

increases significantly which resulted in higher power coefficient of the model 

turbine. His arguments were based on the fact that high turbulence intensity 

associated with smaller turbulent length scale produced this effect. This had also an 

impact on the performance of a model wind turbine operating under the same 

freestream condition where the results show an increase in power coefficient.  

Hu et al. [119] performed an extensive experimental study to characterize the 

dynamic wind loads and evolution of unsteady vortex in the near wake of a HAWT 
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operating within the ABL. Results show that the higher turbulence levels caused 

wandering of the tip vortices as well as wake meandering. Similar studies were 

reported by Zhang et al. [120]. Ozbay [121,122] and Tian et al. [123-125] 

investigated the effects of the ABL on the performance and wake interference of 

individual and multiple wind turbines. They reported that for wind turbines located 

over the hilltop, the effect of the wake is limited by the elevation of the hill. However, 

downstream of the hill, the wake effects are more drastic resulting in a drop in the 

power outputs of the wind turbines situated in this region.   

Mikkelsen [126] performed experiments of the effect of freestream turbulence using 

a turbulence generating grid and her results show that the power coefficient drops by 

2.4% which is not expected since turbulence intensity results in better performance. 

She argued that the reason behind this reduction was due to drag. In addition, she 

also performed wake measurements using hot-wire anemometry, and the results 

show that the velocity gradients and turbulent kinetic energy in the tip vortices were 

diffused and due to freestream turbulence. Moreover, faster wake recovery in the 

velocity profiles due to increased turbulence levels were also observed. Al-Abadi 

[127] and Al-Abadi et al. [128] performed wind tunnel tests using two turbulence 

generating grids (fine and coarse) and the results show that the higher the turbulence 

level the higher the power coefficient. Their arguments were based on the fact that 

higher turbulence leads to suppressing the boundary layer separation and delaying 

the onset of stall. In addition, higher turbulence levels lead to damping out the tip 

vortices, hence reducing tip losses and leading to faster recovery of the wake flow 

region. Bastankhah [129] and Bastankhah and Porté-Agel [130-132] performed a 

series of wind tunnel studies to investigate the interaction of the ABL with wind 

turbine wakes under different yaw conditions. Results show the wake velocity fields 

are skewed with respect to the wake centerline. The presence of counter-rotating 

vortex pair in the wake as well as vertical displacement of the wake center under 

highly yawed conditions were also reported. 

Bartl and Saetran [133] performed wind tunnel experiments on the effect of different 

turbulent inflow conditions on the performance and wake measurements of two in-

line model wind turbines. Their results show that for the case of high turbulence 
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uniform flow the power coefficient of both the upstream and downstream (positioned 

at 5.18D downstream of upstream turbine) turbines increased by 1.3% and 29.65% 

respectively. However, for the case of high turbulence non-uniform flow (i.e. wind 

shear) the power coefficient of the upstream turbine decreased by 1.95% and that of 

the downstream turbine increased by 26.9%. In addition, Bartl et al. [134] and 

Schottler et al. [135] performed wind tunnel tests of the effect of wind shear on wind 

turbine performance under different yaw conditions. Results were used for numerical 

validation and the tests focused on the wake characteristics behind a yawed wind 

turbine. For instance, asymmetric wake velocity fields were observed when the yaw 

angle is changed. Double Gaussian velocity deficit distribution was also observed 

for all inflow conditions due to the detection of counter-rotating vortex pair. In 

addition, they found out that inflow turbulence has significant effect on the wake 

flow. 

Jin et al. [136] studied the effect of freestream turbulence on the wake structure of a 

model wind turbine. The study focused on the integral length scale evolution as well 

as the impact of the large-scale motion coming from the inflow. They reported that 

the inflow turbulence results in faster wake recovery and that the integral scale 

evolves linearly along the axis of the rotor. The growth rate of the integral scale was 

5 times larger in the high turbulence case than that with low turbulence. Coudou et 

al. [137] also performed an experimental study on wind turbine wake meandering 

inside wind turbine array immersed in the ABL. In addition, Wind-tunnel 

measurements using particle image velocimetry (PIV) of the influence of turbulence 

on two in-line model wind turbines were conducted by Talavera and Shu [138] using 

an active grid system as a turbulence generator. They claim that by using turbulent 

inflow the efficiency of both the upstream and downstream turbines was highly 

improved. Moreover, the performance of a single turbine improved significantly 

almost three times in the turbulent case as compared to the laminar one. The reason 

for this improvement is due to suppressing of the flow separation around wind 

turbine blades.  

Studies have also been conducted on wind turbine rotor blades in order to investigate 

the effects of freestream turbulence on the lift and drag characteristics as well as 
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boundary layer separations [139-145]. Most of the results show similar outcomes, 

that the lift-to-drag ratio has increased and that boundary layer separation on the 

turbine blade is delayed to higher angles of attack. 

As mentioned previously, experimental studies attempt to investigate the 

aerodynamics of wind turbines by reproducing them at small scales in wind tunnels. 

However, these scaled wind turbine models suffer from several physical and 

operational limitations, especially when the wind tunnel test section is relatively 

small. For instance, low Reynolds numbers due to smaller blade chord lengths may 

lead to degraded aerodynamic performance for wind tunnel models when compared 

to the life-size wind turbines. In addition, since the wake of the wind turbine strongly 

depends on the thrust realized by the rotor disc, a wind turbine model has to be 

designed to produce the same thrust coefficient [59,146]. Neff et al. [147] claimed 

that the wake behaviour is strongly dependent on the tip speed ratio, Reynolds 

number, thrust coefficient and power coefficient.   

As an alternative to small wind turbine models, the porous disc model has been 

introduced for wind turbine wake research in wind tunnels [148], which is the 

experimental counterpart of the actuator disc model used in numerical applications. 

This concept has been widely used in previous studies to model the wake of the wind 

turbines [149-159]. Porous disc models are easy to produce since they do not 

consider the exact geometry and details of the wind turbine rotor. In addition, since 

many numerical models are based on the actuator disc concept, comparisons can be 

made relatively easily. In other words, using a porous disc for model validation offers 

great simplifications and requires less computational time. However, porous discs 

still suffer from some limitations. For instance, they can only be used to model the 

far-wake characteristics of actual wind turbines, whereas the near-wake 

characteristics cannot be captured because the effect of the rotating blades is 

inherently excluded. Furthermore, one needs to know the wake characteristics of the 

actual wind turbine in order to produce a representative porous disc which is not 

possible before it is built [160]. 
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Porous discs were utilized by Aubrun [149] to model wind turbine wake 

characteristics [149-152]. The study was inspired by the work of Vermeulen and 

Builtjes [148]. The porous discs were made of metallic mesh with different porosity 

levels, disc sizes, and mesh sizes in order to parametrize the wind turbine wake 

characteristics. In an experimental study conducted by Aubrun et al. [149-151], the 

wake characteristics of a three-bladed wind turbine model and a porous disc of the 

same diameter in two different inflow conditions (ABL and decaying isotropic 

turbulence) were compared. Hot-wire measurements were carried out at two 

downstream locations (0.5 and 3 diameters downstream) and the results include 

comparisons of mean velocity, turbulence intensity, flatness, skewness, integral 

length scale and power spectra. The results show that around 3 diameters 

downstream the above mentioned quantities could be modeled using a porous disc 

with good agreement, especially under turbulent atmospheric boundary layer inflow 

condition where the turbulence intensity is sufficiently high.  Furthermore, wind farm 

simulations were carried out using a 3 x 3 wind turbine and porous disc arrays. Their 

results show good agreement in terms of thrust and power coefficients, as well as the 

distribution of mean velocity, velocity deficit, and turbulence intensity. Furthermore, 

these studies have also been extended to investigate the wake meandering 

phenomenon as well as the displacements of wake centerline downstream of porous 

discs (e.g. Aubrun et al. [153] and España et al. [154]).  

Lignarolo et al. [155,156] and Camp and Cal [157,158] investigated the wake of a 

porous disc and a model wind turbine with similar thrust coefficient using particle 

image velocimetry (PIV). Lignarolo et al. [155,156] used laminar inflow conditions 

in order to eliminate the effect of ambient turbulence so that the wake-induced 

mixing characteristics of the model wind turbine and the porous disc could be 

compared directly. They showed that the magnitude of the spanwise velocity 

component and the turbulence intensity levels are higher in the wake of the wind 

turbine due to rotation of the blades and the presence of the tip vortices, respectively. 

Their comparative analysis revealed a different turbulent mixing between the porous 

disc and wind turbine. Camp and Cal [157] investigated the wake of the center model 

in the last row of a 3 x 3 model array. They found that the mean kinetic energy 
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transport in the far wake could be represented by the porous disc; however, in the 

near wake significant differences occur in the areas where rotation is dominant. 

Furthermore, Camp and Cal [158] also conducted comparisons between the porous 

disc and model wind turbine based on proper orthogonal decomposition by looking 

at the energy modes and showed that the first mode for the longitudinal velocity is 

similar for both the disc and turbine. 

Neunaber [159] conducted a comparison between a porous disc and a model wind 

turbine under different inflow conditions (laminar inflow, regular grid inflow and 

active grid inflow) up to 4 diameters downstream. Results show that the porous disc 

and wind turbine have similar wake characteristics and the influence of inflow 

conditions are minimal in the far wake unlike the near wake region due to different 

mixing mechanisms between the turbine and disc. Similar observations were found 

by Bossuyt [161] and Helvig et al. [162].  

Finally, porous disc studies have also been performed for wind farm control, such as 

different yaw conditions as well as investigating the impact of unsteady loading on 

the wake of porous discs (e.g. Howland et al. [163] and Yu et al. [164]). These studies 

strongly suggest that porous discs could be used to model the far-wake characteristics 

of wind turbines if specific conditions are met. 

1.3.4 Analytical Wake Models 

In terms of simulating wind turbine wakes, analytical wake models are frequently 

used due to their reasonably accurate prediction capability at low computational cost 

[45]. Several analytical models were proposed in the literature, some of which are 

discussed hereafter. One of the most commonly used wake models in the industry is 

the one developed by N.O. Jensen [39] in 1983 and later improved by Katic et al. 

[40]. The Jensen model assumes a top-hat distribution for the velocity deficit and 

was claimed to be based on the conservation of momentum. However, it was later 

shown by Bastankhah and Porté-Agel [53] that this model was derived by use of only 

the mass conservation. Furthermore, the Jensen assumes that the wake grows linearly 

with distance downstream and therefore the wake decay coefficient is assumed to be 
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constant. Jensen suggested that the wake decay coefficient is 0.1, whereas values of 

0.04 [38,46] or 0.05 [23,47] for offshore conditions and 0.075 [48] for onshore ones 

were reported in the literature. This model has been extensively used in commercial 

software such as WAsP [47], WindPRO [48], WindSim [49], WindFarmer [50], and 

OpenWind [51]. Frandsen et al. [10] proposed a wake model based on both mass and 

momentum conservation with the same top-hat assumption. Larsen [52] developed a 

semi-analytical wake model based on Prandtl’s turbulent boundary layer equations. 

The Larsen model assumes a self-similar axisymmetric velocity profile.  

Studies have shown that the top-hat distribution is an unrealistic representation of 

the velocity deficit in the wake and results in several errors [53]. For instance, these 

wake models tend to underestimate the velocity deficit at the wake center and 

overestimate it at the edges of the wake [54]. Furthermore, Bastankhah and Porté-

Agel [53] showed that these models result in significant errors in the power 

estimation of a wind farm with varying wind directions. 

Several studies reported that the velocity deficit in the wake of a wind turbine has a 

self-similar Gaussian axisymmetric shape. This particular velocity deficit shape in 

turbine wakes has been observed in wind-tunnel measurements [55-59], numerical 

simulations [60], and field measurements [44,61]. Consequently, many Gaussian-

based analytical models have been proposed such as Ishihara wake model [62] and 

Jensen-Gaussian wake model [63]. In addition, Bastankhah and Porté-Agel [53] 

proposed an analytical model with a Gaussian shape profile for the velocity deficit 

by employing both the mass and momentum conservation. The model also assumes 

a linear expansion of the wake similar to the Jensen model. Subsequently, Ishihara 

and Qian [64] proposed a modified Gaussian wake model based on Bastankhah and 

Porté-Agel model which improves the predictions of velocity deficit in the near wake 

region. In addition, they proposed a new formula for the wake growth rate taking 

into account the ambient turbulence intensity and thrust coefficient. Finally, instead 

of using a Gaussian shape for the velocity deficit, others have suggested the use of a 

cosine function to represent the velocity deficit (e.g. Tian et al. [65] and Zhang et al. 

[66]). 
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The aforementioned wake models have been developed to predict the optimal layout 

and performance of future wind farms, which minimizes wake losses and therefore 

increases the power production. Therefore, several studies ranging from field 

measurements [5,25,67-70] to wind tunnel experiments [71-75] have been used to 

assess the performance of these models in predicting the wind turbine wake. 

For instance, Sorensen and Nielsen [67] conducted a comparison between three wake 

models (Jensen, Larsen, and CFD-based eddy viscosity model) at the Horns Rev 1 

offshore wind farm. Their results show that the Jensen wake model performed better 

than the other wake models. Barthelmie et al. [5] compared several wake models 

with data obtained from Vindeby offshore wind farm for single wakes. The models 

seem to predict the wake profile shapes qualitatively but not quantitatively as 

reported by the authors. However, due to the fact that there is a large uncertainty in 

the wind speed measurements, it was difficult to determine which model performed 

the best. Barthelmie et al. [25] compared data from two offshore wind farms (Nysted 

and Horns Rev 1) with the Jensen wake model and two CFD-based wake models. 

They stated that the Jensen model performs worse than the other two models and 

significantly underpredicts the power deficit. Shakoor et al. [68] made comparisons 

between Jensen, Larsen, Frandsen, and eddy viscosity model and observed that the 

Jensen wake model is better for wind farm layout optimization. Göçmen et al. [69] 

conducted comparisons among six wake models using data from the Sexbierum 

onshore wind farm and Lillgrund offshore wind farm. Their conclusions were 

different for the two wind farms. At Lillgrund, Larsen and FUGA performed worse 

than the others, whereas at Sexbierum, FUGA, Larsen, and a standard RANS model 

underestimate the velocity deficit, while Jensen performs better than the others. 

Archer et al. [70] performed comparisons between six analytical wake models with 

data from three wind farms. They showed that the Jensen model and Xie and Archer 

model perform better than the others for all wind farms under all wind directions. 

In terms of wind tunnel studies, Renkema [71] compared the outcomes of the wind 

turbine wake models (namely, Jensen, Larsen and Frandsen) with wind tunnel 

measurements. Results revealed that the Larsen wake model shows significantly 

better performance than the other models. Polster [72] made a similar comparison 
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among six different wake models including the newly-developed Gaussian-based 

models. It was shown that the Jensen-Gaussian wake model gives the best overall 

performance for all of the test cases. Stein et al. [73] compared the Bastankhah and 

Porté-Agel and the Jiménez & Crespo wake models with wind tunnel measurements. 

They reported that both models are capable of reproducing the general trends 

regarding the wake growth and the decay of the centerline velocity deficit. 

Campagnolo et al. [74] compared six analytical wake models with wind tunnel 

measurements under different conditions and concluded that the Bastankhah and 

Porté-Agel model seems to provide the best results for a wide range of inflow and 

wind turbine operating conditions. Amiri et al. [75] compared the predictions 

obtained by some of the analytical wake models with the measured wakes of uniform 

and non-uniform porous discs at 4 diameters downstream. They showed that the 

predicted wakes by the Ishihara model fairly agrees with the measured porous disc 

wakes unlike the Jensen and Larsen models.  

These studies that stem from field measurements and wind tunnel measurements 

show that analytical models are very efficient in predicting the wake characteristics 

downstream of wind turbines or within wind farms. However, no model shows 

superiority over the others due to the approach and assumptions involved in deriving 

these wake models [70]. Therefore, it is vital to know under which conditions these 

wake models would perform best and be utilized for future wind farm design and 

optimization. In addition, improvements to these wake models in order to cover 

wider range of inflow and operating conditions are necessary. 

1.4 Objectives and Scope 

The main objective of this thesis study is to investigate the effects of the inflow 

boundary layer, which is representative of a neutral ABL, on the wake development 

characteristics in terms of mean flow, turbulence, wake scaling as well as proper 

orthogonal decomposition in the wake of an isolated porous disc with radially non-

uniform porosity. This is achieved by exposing the disc to different velocity and 

turbulence intensity gradients as it is lowered deeper inside the boundary layer. Two-
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dimensional two-component particle image velocimetry (2D2C PIV) measurements 

are performed in the wake of a 0.12 m diameter disc in an open-return suction type 

boundary layer wind tunnel. In addition, comparisons of the porous disc wake 

velocity fields against analytical models are presented by focusing on the wake 

growth rate characteristics of porous discs immersed in a boundary layer. 

1.5 Thesis Outline 

The present thesis is structured as follows. Chapter 1 presents the introduction with 

a detailed literature review of the effects of wind shear and turbulence by means of 

field studies, numerical studies, as well as wind tunnel studies. In addition, analytical 

wake models used in the literature are also summarized. Chapter 2 describes the 

structure and characteristics of the ABL with a literature review on the simulation of 

the ABL inside wind tunnels. Chapter 3 presents the experimental and numerical 

simulation of the ABL inside RÜZGEM large scale wind tunnel and METUWIND 

C3 boundary layer wind tunnel. Chapter 4 talks about the porous disc experimental 

setup, measurement details and PIV measurements. Chapters 5 and 6 present the 

results and discussions of the main study. Conclusions and future works are 

presented in chapter 7.  
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CHAPTER 2  

2 ATMOSPHERIC BOUNDARY LAYER 

This section presents a brief description of the basic phenomena and characteristics 

of the atmospheric boundary layer. 

2.1 Overview of the Atmospheric Boundary Layer 

The atmospheric boundary layer (ABL) is considered as the lowest part of the 

atmosphere where many physical phenomena are considered to be present such as 

mass, momentum and heat interaction between the air and the ground. Therefore, the 

physical quantities such as velocity, temperature, density, pressure and relative 

humidity can vary significantly in space and time. For instance, variation in the 

horizontal speed with height above the surface within the atmospheric boundary 

layer is called the vertical profile of the wind speed or vertical wind shear [165].     

The complex nature of the atmospheric boundary layer is due to many factors. For 

instance, the diurnal effects which means convection during the day and stratification 

at night. Complex terrain such as buildings, forests, hills and mountains. Large 

weather events, such as the replacement of air masses by prevailing winds, clouds 

and precipitation [166]. 

The ABL thickness ranges from 100 m to 3 km depending on the time of day and the 

physical phenomena present. Two primary factors are present when there is 

interaction between the surface and the air. These two effects are classified as 

mechanical and thermal effects. The mechanical effect results from the friction 

exerted by the air against the ground, also this friction creates wind shear and 

turbulence. The thermal effect arises because of diurnal intermittency, the sun shines 

during the day (convection) and absent at night (stratification). The convection 
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causes mixing motions to be present which typically results in a thick ABL [166]. 

Figure 2.1 shows typical development of the ABL over the course of the day. During 

sunrise heating from the surface results in a convective boundary layer (CBL), 

however, at sunset cooling from below creates a thin nocturnal boundary layer 

(NBL). 

 

Figure 2.1 Typical development of the atmospheric boundary layer (ABL) during 

the course of the day [166] 

2.2 Structure of the Atmospheric Boundary Layer 

The ABL is influenced by many phenomena such as convection and stratification as 

stated earlier. This section describes the structure of the ABL under neutral 

conditions.  

The ABL can be divided into two main regions, an inner region and an outer (Ekman 

layer) region. The inner region is divided into two more layers, an interfacial 

(roughness) sublayer and an inertial (logarithmic) sublayer. Figure 2.2 shows a 

schematic representation of the structure of the ABL. 
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Figure 2.2 Schematic layout of the structure of the atmospheric boundary layer 

(ABL) [170] 

The region occupied by the surface roughness features is considered as the interfacial 

(or roughness) sublayer. In this region, the Reynolds stress (−𝜌𝑢′𝑤′̅̅ ̅̅ ̅̅ ) reaches a 

maximum value at the edge of the surface roughness and then decreases to zero at 

the ground [192]. This is due to the pressure forces acting on the individual roughness 

elements resulting in momentum loss [192]. The thickness of the interfacial sublayer 

is called the zero-plane displacement, 𝑧𝑑, where the Reynolds stress is maximum 

[192]. When the surface roughness is small or insignificant, e.g., in open terrain, the 

zero-plane displacement can be assumed zero [171]. The inertial (logarithmic) 

sublayer is the region which is directly affected by the surface characteristics or 

terrain exposure. The surface characteristics can be divided into four distinct terrain 

types, urban, suburban, rural and flat. These terrain exposures are described in details 

in the following sections [192]. Beyond this region is the outer region, i.e., the Ekman 

layer, where the surface roughness characteristics have minimal effects [192]. The 

Reynolds stress decreases from a maximum in the inner region to zero at the 

maximum height. Variation of th Reynolds stress within the ABL is illustrated in 

Figure 2.3. 
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Figure 2.3 Variation of the Reynolds stress within the atmospheric boundary layer 

[171] 

2.3 Characteristics of the Atmospheric Boundary Layer 

2.3.1 Atmospheric Boundary Layer Stability 

Atmospheric stability is defined as the tendency to resist vertical motions (fluxes) or 

to suppress existing turbulence. The stability of the ABL is also important for wind 

speed gradients that are encountered in the first layers above the ground [165].  

Due to the significant changes occurring within the ABL, the boundary layer stability 

is classified into three types: stable, unstable and neutral. Large surface heating 

causes hot air close to the surface to rise and due to pressure reduction will cool down 

adiabatically, this is known as unstable stratification (associated with it high 

turbulence intensity, develops during the day). However, if the cooling is not 

sufficient to maintain thermal equilibrium with the surrounding, large convective 

cells will be present resulting in a thick boundary layer with large-scale turbulent 

eddies. Stable stratification (associated with it low turbulence intensity, develops 

during night) occurs when the rising air becomes colder than the surrounding, which 

results in suppressing its vertical motion. When the thermal processes are absent, i.e., 

the rising air is in thermal equilibrium with the surroundings, neutral stratification 

occurs where the mechanical effects are dominant because of the friction exerted by 
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the wind against the ground surface, resulting in the wind to be sheared and 

turbulence to be present [167]. Studies have shown that the ABL stability is one the 

key factors affecting wind farm performance since it is directly related to turbulence 

intensity and wind speed as mentioned previously in Chapter 1.  

2.3.2 Mean Velocity Profiles 

The variation of the horizontal velocity from zero at the surface (no-slip condition) 

and increasing with height results in the distribution of velocity within the ABL 

called vertical profile of wind speed or vertical wind shear [165]. Wind resource 

assessment and the design of wind turbines are directly affected by the vertical wind 

profile, hence, it is vital to define this profile correctly [165]. The two widely used 

mathematical models for vertical wind profile are the Log-law and the Power-law 

models. These models are defined for homogenous, flat terrain as follows:  

 Logarithmic wind profile is defined as: 

𝑈(𝑧) =
𝑢∗

𝑘
𝑙𝑛 (

𝑧

𝑧0
), [2.1] 

 

where 𝑧 is the height above the ground, 𝑧0 is the aerodynamic surface roughness 

length and 𝑘 = 0.4 is the von Karman’s constant [165]. 𝑢∗ = √
𝜏0

𝜌
 is defined as the 

friction velocity, where 𝜌 is the density of the air and 𝜏0 is the surface shear stress or 

wall shear stress defined as 𝜏0 = 𝜇 (
𝑑𝑢

𝑑𝑦
)

𝑦=0
. Another definition of the friction 

velocity in terms of the Reynolds stress is defined as: 𝑢∗ = √−(𝑢′𝑤′̅̅ ̅̅ ̅̅ ). The 

roughness length 𝑧0 represents the roughness of the surface, ground or terrain. 

Typical values of the roughness length for different types of terrain exposures can be 

found in Burton et al. [167]. 

 Power law profile is defined as: 

𝑈(𝑧)

𝑈(𝑧𝑟𝑒𝑓)
= (

𝑧

𝑧𝑟𝑒𝑓
)

𝛼

, [2.2] 
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where 𝑈(𝑧) is the wind speed at height  𝑧, 𝑈(𝑧𝑟𝑒𝑓) is the reference wind speed at 

reference height 𝑧𝑟𝑒𝑓 and 𝛼 is the power law exponent, where 𝛼 depends on the 

surface roughness and the atmospheric stability [168]. ASCE 7-16 [169] defines four 

different exposure types and describes the associated terrain conditions based on the 

power law exponent. 

2.3.3 Turbulence Intensity 

Another important characteristic of the ABL is the turbulence intensity. The 

turbulence intensity is defined as the ratio of standard deviation (𝜎) of the wind speed 

to the mean wind speed  (𝑈). The length of the time period used for the calculation 

of the mean wind speed and standard deviation in wind energy engineering is 

normally around 10 minutes and the sampling rate is at least 1 Hz [165].  Equations 

2.3-2.5 show the turbulence intensities along the longitudinal, lateral and vertical 

directions. The value of the turbulence intensity is the greatest along the longitudinal 

direction and the smallest along the vertical direction. 

𝐿𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦: 
𝐼𝑢 =

𝜎𝑢

𝑈
=

√𝑢′2(𝑧)̅̅ ̅̅ ̅̅ ̅̅

𝑈
 

[2.3] 

𝐿𝑎𝑡𝑒𝑟𝑎𝑙 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦: 
𝐼𝑣 =

𝜎𝑣

𝑈
=

√𝑣′2(𝑧)̅̅ ̅̅ ̅̅ ̅̅

𝑈
 

[2.4] 

𝑉𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑡𝑢𝑟𝑏𝑢𝑙𝑒𝑛𝑐𝑒 𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦: 
𝐼𝑤 =

𝜎𝑤

𝑈
=

√𝑤′2(𝑧)̅̅ ̅̅ ̅̅ ̅̅ ̅

𝑈
 

[2.5] 

 

The turbulence intensity is normally in the range of 0.1 to 0.4 inside the ABL [165]. 

Studies have shown that the highest levels of turbulence intensity are associated with 

the lowest wind speeds. Another important feature of the turbulence intensity is its 

dependence on atmospheric stability. Figure 2.5 shows the relationship between the 

turbulence intensity and wind speed with atmospheric stability. As one can observe 
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the lower levels of turbulence intensity are associated with high wind speeds and 

stable conditions, whereas higher levels of turbulence intensity are associated with 

low wind speeds and unstable conditions. In addition, higher wind speeds associated 

with low turbulence intensities are significant in the neutral conditions [12]. 

 

Figure 2.4 Dependency of the turbulence intensity on wind speed and atmospheric 

stability [12] 

Moreover, turbulence intensity is also affected by other factors such as the surface 

roughness, the height above the ground, as well as the topographical features such as 

hills or mountains, as well as trees and buildings [167]. Barthelmie et al. [4] argued 

that in offshore conditions the ambient turbulence levels are lower than the ones over 

onshore conditions. They measured values around 6-8% offshore and 10-12% 

onshore. 

2.3.4 Turbulence Length and Time Scales 

The integral time scale of turbulence is a measure of the average time over which 

wind speed fluctuations are correlated with each other. This is found by integrating 

the autocorrelation function from the zero lag to the first zero crossing [165]. Typical 

values of the integral time scale are less than 10 seconds. In the ABL the integral 

time scale is dependent on many factors such as location, atmospheric stability and 

terrain type, which results in larger values of integral time scales than 10 seconds 

[165]. 
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The integral length scale is found by multiplying the integral time scale by the mean 

wind velocity. The integral length scale is a measure of the largest separation 

distance over which components of the velocity for a certain eddy are correlated at 

two distinct points. The spectrum of energy for large and small scale eddies is 

characterized by the integral length scale [165]. In addition, in the ABL the integral 

length scales depend on the height above the ground as well as on the terrain 

exposure. There are 9 integral turbulent length scales shown as follows: 

𝐿𝑢
𝑥 , 𝐿𝑢

𝑦
, 𝐿𝑢

𝑧    𝑙𝑒𝑛𝑔𝑡ℎ 𝑠𝑐𝑎𝑙𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑢

− 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑎𝑙𝑜𝑛𝑔 𝑡ℎ𝑒 𝑙𝑜𝑛𝑔𝑖𝑡𝑢𝑑𝑖𝑛𝑎𝑙 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝐿𝑣
𝑥 , 𝐿𝑣

𝑦
, 𝐿𝑣

𝑧    𝑙𝑒𝑛𝑔𝑡ℎ 𝑠𝑐𝑎𝑙𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑣 − 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑎𝑙𝑜𝑛𝑔 𝑡ℎ𝑒 𝑙𝑎𝑡𝑒𝑟𝑎𝑙 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

𝐿𝑤
𝑥 , 𝐿𝑤

𝑦
, 𝐿𝑤

𝑧    𝑙𝑒𝑛𝑔𝑡ℎ 𝑠𝑐𝑎𝑙𝑒𝑠 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑤

− 𝑐𝑜𝑚𝑝𝑜𝑛𝑒𝑛𝑡 𝑎𝑙𝑜𝑛𝑔 𝑡ℎ𝑒 𝑣𝑒𝑟𝑡𝑖𝑐𝑎𝑙 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛 

The most important integral length scale is 𝐿𝑢
𝑥  which defines the size of eddies along 

the longitudinal direction due to velocity fluctuation in the longitudinal direction 

expressed as shown in equation 2.6 using Taylor’s hypothesis of frozen turbulence. 

𝐿𝑢
𝑥 = ∫ 𝑅𝑢

𝑥(∆𝑥)𝑑∆𝑥
∞

0

 , [2.6] 

 

where 𝑅𝑢
𝑥 shown in equation 2.7 is the cross-covariance of the fluctuating 

longitudinal velocity components separated at a spatial distance. 

𝑅𝑢
𝑥(∆𝑥) =

𝑢1
′ (𝑡) ∙ 𝑢1

′ (𝑡 − ∆𝑡)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅

𝑢′
1
2̅̅ ̅̅

= 𝑅𝑢
𝑥(∆𝑡) ;  ∆𝑡 =

∆𝑥

2
 [2.7] 

 

If the velocity fluctuations are assumed to be traveling with the mean velocity 

�̅�(𝑟, 𝑡), then the longitudinal integral length scale can be written as follows: 

𝐿𝑢
𝑥 = �̅� ∙ ∫ 𝑅(𝜏)𝑑𝜏

∞

0

 , [2.8] 
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where 𝑅(𝜏) is the autocorrelation function of the fluctuating longitudinal velocity, 

and 𝜏 is the time lag between the measured fluctuating velocities. 

2.3.5 Power Spectrum of Turbulence 

Power spectra of velocity describes the frequency content of the wind-speed 

fluctuations. Kolmogorov, 1941 presented a clear description of the small-scale 

structure of turbulence and the energy transfer process (i.e. energy cascade) from 

larger eddies to smaller ones [170]. Kolmogorov stated that small-scale turbulent 

eddies are associated with high frequency end of the spectrum, which have 

independent properties and are considered isotropic [170]. On the other hand, large-

scale turbulent eddies are associated with low frequency end of the spectrum [170]. 

This energy spectrum of turbulence is shown in Figure 2.6.   

 

Figure 2.5 Energy spectrum of turbulence [170] 

This spectrum is divided into three regions [192]: 

 The energy-containing range: corresponds to low frequency range, which 

contains most of the turbulent energy. This energy is then transferred to the 

higher frequency region by means of inertial forces. 

 The inertial subrange: considered as an intermediate range, which follows 

Kolmogorov’s -5/3 law. In this region the energy is neither created nor 

dissipated, but transferred to smaller eddies. 

-5/3 

law 
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 The dissipation range: corresponds to the high frequency range associated with 

smaller eddies, where viscous forces are dominated and cause the kinetic energy 

to dissipate into heat energy.    

2.4 Simulation of the Atmospheric Boundary Layer 

Wind tunnel simulation of the atmospheric boundary layer could be achieved by 

implementing passive techniques such as the use of spires or vortex generators, 

barrier walls, roughness elements, grids as well as a combination of these devices. 

Alternatively, active techniques such as the use of active grids, jets, multiple fans 

have been utilized as well. 

In order to correctly simulate the ABL inside wind tunnel, certain conditions need to 

be met such as the velocity profile, turbulence intensity as well as turbulent length 

scales and power spectrum. As mentioned previously wind turbines operate within 

the ABL, therefore it is vital that the natural ABL is correctly simulated in order to 

better predict the performance and wake development of the wind turbines. Such 

wind tunnel that are used for ABL studies are called Boundary Layer Wind Tunnel 

(BLWT). These wind tunnels normally have long test sections around 15-20 meters, 

and are specifically designed to produce thick boundary layer [172]. However, not 

all wind tunnels are BLWTs, certain wind tunnels have short test sections (i.e. 

aeronautical test sections) which require the design of specific devices to be 

integrated at the inlet of the test section in order to produce the desired characteristics 

of the ABL [172]. 

Simulation of the atmospheric boundary layer started several decades ago. For 

instance, Owen and Zienkiewicz [173] utilized a grid of parallel rods with varying 

spacing from bottom to top of the tunnel in order to generate a shear flow represented 

by a linear or logarithmic velocity profile as show in Figure 2.7. 
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Figure 2.6 Schematic layout of the grid of parallel rods inside the wind tunnel 

test section [173] 

Armitt and Counihan [174] developed methods for simulating the ABL for rural 

terrain inside a wind tunnel. They claim that a working section length of 4-5 

boundary layer thickness is required to model the desired atmospheric flow. 

Furthermore, Counihan [175-177], designed four different types of vortex generators 

as shown in Figure 2.8, i.e. triangular, cranked triangular, plane elliptic and the 

wedge elliptic, in order to simulate the ABL of rural terrain. Counihan found out that 

the characteristics of the wakes behind the triangular and elliptic were different. To 

illustrate, for triangular generator significant momentum loss in the inner region of 

the boundary layer was observed, however; in the outer region the momentum loss 

was insufficient. The elliptic generator on the other hand was suitable to represent 

the atmospheric flow for rural terrain. Moreover, Counihan [178] claims that in order 

to represent urban wind conditions, the magnitude of the roughness length and zero-

plane displacement are significant in reproducing the desired characteristics of this 

type of terrain. Therefore, he developed an empirical formula using “LEGO” 

elements based on wind tunnel measurements to relate the aerodynamic roughness 

length to the planar density distribution of the roughness elements. Later on, 

Counihan [179] modified his rural simulation technique for an urban terrain by 

introducing a fetch of roughness elements covering the entire length of the test 

section floor. The results show that the simulation was an adequate representation of 

the atmospheric conditions of an urban environment.        
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Figure 2.7 Vortex generators used by Counihan [176] 

Standen [180] designed different triangular shapes called spires to generate a thick 

shear layer as shown in Figure 2.9. He stated that the ABL can be well simulated up 

to 450 m.  

 

Figure 2.8 Geometry of Spires used by Standen [180] 

Irwin [181,182] argued that Standen’s approach might result in very high spire drag 

as well as high power law exponent. Therefore, he improved Standen’s method and 

pointed out that the spire geometric features were not that critical. Irwin developed 

a new approach to design spires with a triangular shape as presented in Figure 2.10. 

His results show a good match between the simulated ABL and the full-scale 

measurements in terms of the vertical velocity profile, turbulence intensity, integral 

length scale and power spectrum. These results were obtained by installing triangular 

shaped spires at the inlet of the wind tunnel test section followed by a fetch of 

roughness elements. The significance of the design approach for spires allowed 

measurements to be conducted in different wind tunnels by changing only the size 
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of the spires. A description of the design methodology will be presented in Chapter 

3. 

 

Figure 2.9 Triangular spire with splitter plate used by Irwin [182] 

Peterka and Cermak [183] used spires extending the full height of the test section 

followed by an appropriate fetch of roughness elements to generate a 52′′-thick 

boundary layer and with power law exponents ranging from 0.14-0.3. Cook [184-

186] used a barrier downstream of a grid to simulate the lower one-third of the ABL 

with a realistic integral length scale. However, the roughness element fetch used was 

spaced so closely that a large effective wall displacement occurred. Raine [187] 

simulated a neutrally stable ABL using a combination of a non-uniform bi-plane 

lattice grid, trip fences of various height and “Torro” baseboard floor roughness. 

Results show that the wind speed profile and the turbulence characteristics are in 

agreement with the real ABL for rural conditions. 

Tieleman and Reinhold [188] used the spire-roughness technique consisting of three 

spires followed by a staggered fetch of roughness elements to simulate rural and 

suburban terrains. Farell and Iyengar [189] reproduced the ABL using a quarter-

elliptic, constant- wedge-angle spires or triangular flat spires together with a barrier 

wall in order to produce the initial momentum deficit followed by a staggered set of 

cubic roughness elements in order to simulate the terrain conditions. Their work was 

based on Counihan [176]. Their results show that the thickness of the ABL amounts 

to 80 % of the height of the spires using triangular spires. Whereas, the boundary 

layer thickness has the same height if quarter-elliptic spires were used. The wind 
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velocity profile of the simulated ABL fits well with the power law model having a 

power law exponent of 0.28. In addition, the turbulence intensity showed that this 

technique could be implemented to simulate the terrain conditions of urban cities.  

Phillips et al. [190] implemented an array of non-uniformly spaced flat plates as 

shown in Figure 2.11 to generate shear flow with zero pressure gradient. The fully 

developed flow could be adjusted by changing the length of the plate and the spacing 

between two the plates. 

 

Figure 2.10 Schematic layout of the array of differentially-spaced flat plates in 

wind tunnel test section [190] 

Wittwer and Moller [191] and Balendera et al. [193] reproduced the ABL for urban 

terrain using five quarter-elliptic wedge spires, a castellated barrier and many 

roughness elements were used. Results show that the power law exponent was about 

0.29 which is within the range for urban terrains. Burton [192] attempted to simulate 

the ABL for rural terrain exposure by using triangular-shaped spires, two fence 

barriers and a carpet, whereas, for the suburban terrain exposure he utilized spires 

combined with fence barriers and roughness elements. Results show that ABL could 

be simulated at a model scale of 1:350 for rural and 1:300 for the suburban exposures 

respectively. Finally, recent studies have been conducted based on previously used 

passive devices to artificially simulate the ABL inside the wind tunnel [194-216]. 

Therefore, based on this literature survey of the methods used to simulate the ABL 

inside wind tunnels, the Irwin’s approach [182] for spire-roughness element 

technique will be adopted in this thesis study due to its design simplicity, design 

approach and wide applications, in order to generate the ABL inside RÜZGEM 

Large Scale Boundary Layer Wind Tunnel and RÜZGEM C3 Boundary Layer Wind 

Tunnel using experimental and numerical approaches. 
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CHAPTER 3  

3 NUMERICAL SIMULATION OF THE ATMOSPHERIC BOUNDARY 

LAYER IN WIND TUNNELS 

A new large scale wind tunnel is under development at METU Center for Wind 

Energy (RÜZGEM). This wind tunnel is a closed-loop multi-purpose wind tunnel 

with a 3 𝑚 ×  7 𝑚 ×  20 𝑚 boundary layer test section. Inside this test section the 

atmospheric boundary layer (ABL) will be simulated using the spire-roughness 

element technique in order to represent different terrain exposures (or categories) as 

defined by American Society of Civil Engineers (ASCE 7-16). Since no 

experimental data are available yet, Computational Fluid Dynamics (CFD) will be 

implemented as a tool in order to provide an initial assessment for the simulation of 

the ABL. However, in order to validate the CFD approach, another wind tunnel test 

case from literature will be used for comparison. This wind tunnel has 1.82 𝑚 ×

 1.82 𝑚 ×  9.8 𝑚 test section. Four different test cases have been simulated and the 

results show reasonable agreement between the experiments and numerical results. 

For RÜZGEM wind tunnel different configurations of spires, roughness elements 

and spires with roughness elements have been simulated in order to find the best 

combination for a certain terrain exposure. Results show that CFD can provide an 

initial assessment of the ABL inside the RÜZGEM Large-scale Boundary Layer 

Wind Tunnel (BLWT) test section. For instance, terrain exposures A and B require 

both spires combined with roughness elements, on the other hand, for terrain 

exposures C and D spires alone will be sufficient to achieve the target velocity 

profiles. Finally, another numerical simulation of the ABL was conducted inside 

RÜZGEM C3 boundary layer wind tunnel at the aerodynamics laboratory and 

validated with experimental data. This wind tunnel has a 1 𝑚 ×  1 𝑚 ×  8 𝑚 test 

section length. Results show reasonable agreement between the experiments and 

numerical results for the test cases considered.  
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3.1 Validation Study 

3.1.1 Wind Tunnel Facility 

The wind tunnel used in this study is an open-loop suction type boundary layer wind 

tunnel located at the University of Windsor Ontario, Canada as shown in Figure 3.1. 

The wind tunnel has a total length of 17.6 meters. It consists of an inlet contraction, 

a development section of 7.35 meters long, and a test section of 2.45 meters long 

with a cross sectional area of 1.82 m x 1.82 m. For more information regarding this 

wind tunnel refer to Song [216]. 

 

Figure 3.1 Open-loop boundary layer wind tunnel facility at the University of 

Windsor [216] 

3.1.2 Numerical Methodology 

All CFD simulations in this study are conducted using the commercial CFD package 

FINE/Open developed by NUMECA International [217]. The FINE/Open solver is 

a 3-dimensional, unstructured, multi-block and multi-grid finite volume code. A 

sample computational domain and grid for the validation study are shown in Figure 

3.2. The grid is an unstructured hexahedral mesh with nearly 1-5 million cells 

depending on the test case considered. Half-models have been considered in order to 

reduce the domain size and computational time with symmetry imposed as shown in 

Figure 3.2a for the small wind tunnel. 3D steady-state compressible RANS equations 

with k-ω M-SST (Shear Stress Transport) turbulence model [218], have been solved 

with 2nd-order central numerical schemes and Merkle preconditioning to account for 
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the very low speed condition [219]. The working fluid (air) is treated as an ideal gas 

with viscosity obtained from the Sutherland law. Convergence criteria have been 

considered based on the outlet mass flow rate, where after sufficient number of 

computations the outlet mass flow rate remains steady. 

Figure 3.2 shows the computational domain with the boundary conditions as well as 

the unstructured hexahedral mesh for spires with roughness elements case with a 

closed-up view of the boundary layer resolved around the spires and roughness 

elements. As mentioned previously half-models have been used for the test cases in 

order to reduce the computational size and time. 

 

(a) 

  

(b) 

Figure 3.2 (a) Computational domain, (b) Unstructured hexahedral mesh with a 

close-up view of the mesh around the spires and roughness elements 

3.1.3 Grid Independence Study 

The results of a numerical simulation are generally dependent on the size of the mesh 

being used. A too coarse mesh will result in a significant error, and as the mesh size 
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gets finer this error should reduce as a consequence [220]. However, if the size of 

the mesh elements is small enough that the numerical results are close to the 

experimental data, a further decrease in cell size should not affect the solution 

significantly. Therefore, in here we present a grid independence study in order to 

identify how coarse the grid can be without having significant errors. Figure 3.3 

shows the velocity magnitude profiles for 3 refinement levels conducted for the 3-

spire case, and the 3-spire with roughness elements case. Results show that there is 

no significant difference between the grid sizes used, and this has proved that using 

a coarser mesh will suffice for the test cases considered. This analysis has limited the 

number of elements between 1-5 million depending on the test case considered.  

  

(a) (b) 

Figure 3.3 Grid independence study: (a) 3-spire case, (b) 3-spire with roughness 

elements case 

3.1.4 Results of the Validation Study 

The validation study is based on the study of Song [216] where experiments are 

conducted inside a low-speed open return wind tunnel with cross-sectional area of 

1.82 m x 1.82 m as shown in Figure 3.1 previously. The length of the boundary layer 

development section and the working test section is 9.8 m. Spires and roughness 

elements are located at the beginning of the development section. Different cases 

have been tested inside the wind tunnel for spires and roughness elements as well as 

combinations of both. It should be noted here that an additional 3 m straight section 



 

 

41 

was added upstream of the spires and roughness elements in order to compensate for 

the inlet contraction. Previous studies show that adding an extension will have no 

effect on the results as long as the distance between spires and measurement locations 

is kept the same [221]. An additional reason is to allow the flow to initially develop 

before encountering the spires and cubes [211]. However, care should be taken not 

to make this section too long otherwise a boundary layer will develop upstream of 

the spires and roughness elements and this could affect the expected results. 

The CFD simulations for the cases considered have been compared with the 

experimental results from Song [216]. The velocity used for the test cases is 12 m/s 

as measured from the inlet of the boundary layer development section. Four test cases 

have been considered in the analysis, namely, 3 spires, 5 spires, roughness elements 

(20 x 10 array-aligned), and 3 spires with roughness elements. 

Figures 3.4 and 3.5 show the comparison of the streamwise velocity profiles obtained 

with CFD and the experimental results. The measurements were taken at the center 

of the turntable of the wind tunnel test section. As one could observe there is a 

reasonable agreement between the CFD and experiments. The velocity profiles show 

similar trends as well as comparable boundary layer thicknesses. Unlike the 5-spire 

case the 3-spire case seems to slightly under predicts the velocity values in the lower 

part of the boundary layer, whereas, the roughness element case over predicts the 

velocity values. This has been reflected in the quantitative results of the power law 

exponents and boundary layer properties.  

Table 3.1 shows a quantitative comparison of the CFD results with the experimental 

data using the boundary layer properties such as displacement thickness, momentum 

thickness and the shape factor. The boundary layer thickness is measured using the 

𝑈𝛿 = 0.99𝑈𝑚𝑎𝑥 (𝑈𝛿: velocity at the edge of the boundary layer) rule. Moreover, 

using the velocity profiles the displacement thickness and momentum thickness have 

been calculated using the Trapezoidal rule for definite integrals.  

Results show that the boundary layer properties are in general comparable in 

predictions with the experimental data, though there are differences. Nevertheless, 
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one can conclude that CFD simulations could give a reasonable assessment of the 

effects of spires and roughness elements to be used in the RÜZGEM Large-Scale 

BLWT test section. 

   

(a) (b) (c) 

Figure 3.4 Velocity magnitude profiles: (a) 3-spire case, (b) 5-spire case, and (c) 

roughness elements (20 x 10 array) case 

 

    

(a) (b) (c) (d) 

Figure 3.5 Normalized velocity profiles: (a) 3-spire case, (b) 5-spire case, (c) 

roughness elements (20 x 10 array) case, and (d) 3-spire with roughness elements 

case 
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Table 3.1 Summary of the atmospheric boundary layer properties 

Test Cases Properties 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) 𝐻 

3-spire case 

Exp. 0.15 0.95 0.12 0.09 1.28 

CFD 0.19 1.07 0.17 0.12 1.40 

Error (%) 26.67 12.63 41.67 33.33 9.4 

5-spire case 

Exp. 0.14 0.61 0.07 0.06 1.27 

CFD 0.17 0.69 0.10 0.08 1.33 

Error (%) 21.43 13.11 42.86 33.33 4.72 

Roughness elements 

case 

Exp. 0.36 0.41 0.11 0.06 1.71 

CFD 0.28 0.43 0.09 0.06 1.56 

Error (%) 22.22 4.88 18.18 0 8.77 

3-spire with 

roughness elements 

Exp. 0.27 0.96 0.16 0.10 1.54 

CFD 0.29 1.19 0.21 0.13 1.59 

Error (%) 7.40 23.96 31.25 30 3.25 

 

Figure 3.6 shows the velocity magnitude contours at the mid-plane section of the 

wind tunnel for the test cases considered. As expected the effect of spires is 

significant in the boundary layer and is felt all the way until the exit of the test section 

especially within the wake of the spires. Moreover, one can observe that as we move 

downstream and away from the spires the flow starts to recover to the freestream 

flow. The case of 3-spire shows significant effect than the 5-spire case since it has 

larger spire size. Similarly, roughness elements also affect the boundary layer by 

adding more energy and momentum to the flow. For this reason, a combination of 

spires and roughness element could produce the desired boundary layer and power 

law exponent. As mentioned previously, the spires dictate the thickness of the ABL 

and the roughness element improves the lower part of the ABL in order to represent 

a certain terrain category. 

Figure 3.7 also shows the velocity contours on the downstream planes of the spires 

and roughness elements. Mirror planes have been generated in order to show the 
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complete flow field for better visualization. Results show that after a certain distance 

downstream of the spires the flow becomes developed and no significant changes 

occur in the velocity profiles and boundary layer thickness. In addition, the effect of 

the spires diffuses in the freestream flow as one would expect. However, the larger 

the spire height the more significant the effect will be on the flow field and the longer 

it takes for the spire effects to disappear. 

 

 

(a) 

 

(b) 

 

(c) 

 

(d) 

Figure 3.6 Velocity magnitude contours at the mid-plane: (a) 3-spire case, (b) 5-

spire case, (c) Roughness elements (20 x 10 array) case, and (d) 3-spire with 

roughness elements case 
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(a) 

 
(b) 

 
(c) 

 
(d) 

Figure 3.7 Velocity magnitude contours: (a) 3-spire case, (b) 5-spire case, (c) 

Roughness elements (20 x 10 array) case, and (d) 3-spire with roughness elements 

case 
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3.2 RÜZGEM Large-Scale Boundary Layer Wind Tunnel (BLWT) 

In this section we will present the preliminary CFD simulations of the ABL inside 

RÜZGEM large-scale boundary layer test section in order to provide an initial 

assessment of the boundary layer characteristics. The aim is to represent different 

terrain exposures with different power law exponents as defined by ASCE 7-16 

[169]. Four different terrain exposures namely A, B, C and D will be simulated inside 

the wind tunnel boundary layer test section. The spire-roughness element technique 

developed by Irwin [182] will be implemented for the simulation of the ABL.  

3.2.1 Wind Tunnel Facility 

RÜZGEM Large Scale Multi-Purpose Wind Tunnel is a closed loop atmospheric 

wind tunnel facility with interchangeable test sections as shown in Figure 3.8. The 

high speed test section is located on one side of the loop, which has a  2.5 𝑚 ×

 2.5 𝑚 cross-section and is 10 𝑚 long and the wind speeds can reach up to 100 𝑚 𝑠⁄ . 

On the other side of the loop there is the low-speed boundary layer test section with 

a 3 𝑚 × 7 𝑚 cross-section and is 20 𝑚 long, and can reach wind speeds up to 

30 𝑚 𝑠⁄ . Both test sections have turntables for model installations and the one in the 

boundary layer test section has a diameter of 6.4 𝑚. 

The high-speed test section sits on an air-bearing/guide rail system, which is used to 

move the test section in and out of the plenum room. When the test section is moved 

out a 3 𝑚 diameter open-jet is created, which is designed to be used for aerodynamic 

measurements of rotating systems such as model wind turbines and helicopter rotors 

as well as propellers. The tunnel is of steel construction with multiple honeycombs 

and screens for high flow quality. It is driven by a 2 × 3 axial fan array of 2.4 𝑀𝑊 

power in total. Its temperature control is achieved by a 750 𝑘𝑊 heat exchanger that 

is connected to a cooling tower outside the building. The entire tunnel structure is 

situated in a large hall of a new building. The tunnel sits on concrete columns above 

the floor in the hallway, which is equipped with a 10-ton overhead crane.  
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Figure 3.8 RÜZGEM large scale multi-purpose wind tunnel 

3.2.2 Design Methodology for Spires and Roughness Elements 

3.2.2.1 Design Methodology for Spires 

The geometry of the spire should be designed in order to achieve a specific 

atmospheric boundary layer depth that corresponds to a particular value of the power 

law exponent in the velocity profile which represents a specific terrain (or exposure) 

type. To achieve lateral uniformity and homogeneity in the mean velocity, the spires 

should be arranged symmetrically at the inlet of the test section. This uniformity is 

expected to be at approximately 6-spire heights downstream of the spire location. 

Irwin [182] suggested that the spires are spaced laterally at an interval of 

approximately half the spire height (𝑠 = ℎ 2⁄ ). 

The spire lateral spacing, 𝑠 is related to the test section width (𝑊) and the number 

of spires (𝑁) by the following formula: 

𝑆𝑝𝑖𝑟𝑒 𝐿𝑎𝑡𝑒𝑟𝑎𝑙 𝑆𝑝𝑎𝑐𝑖𝑛𝑔: 𝑠 =  
𝑊

𝑁
 , [3.1] 

The spire height, ℎ should be two times of the spires lateral spacing (𝑠), i.e. 
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ℎ =  
2𝑊

𝑁
 [3.2] 

Irwin [182] provided a relationship between the boundary layer thickness-to-spire 

height ratio, 𝛿/ℎ and power law exponent, 𝛼 using several wind tunnel simulations, 

as shown in Figure 3.9. 

 

Figure 3.9 Relationship between 𝛿/ℎ and 𝛼 at X0 ≈ 6ℎ [182] 

The relationship between the spire height ℎ, boundary layer thickness 𝛿 and power 

law exponent 𝛼 is as follows: 

𝛿 = 0.72ℎ (1 +
1

2
𝛼) [3.3] 

The test section of the wind tunnel is considered as a control volume as reported in 

Irwin’s method. A schematic layout of the wind tunnel test section is shown in Figure 

3.10. At a distance approximately 6-spire heights downstream of the spires, the 

desired wind velocity profile is assumed to have the form of: 

𝑈(𝑧)

𝑈𝛿
= (

𝑧

𝛿
)

𝛼

, [3.4] 

where 𝑈(𝑧) is the wind speed at a height 𝑧, 𝑈𝛿 is the wind speed at the edge of the 

boundary layer 𝛿, 𝑧 is the height above the wind tunnel floor, and 𝛿 is the boundary 

layer thickness. 
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(a) (b) 

Figure 3.10 (a) Schematic layout of the test section control volume [182], and (b) 

triangular spire with a splitter plate [182] 

As one can observe from Figure 3.10a, the inlet of the wind tunnel test section is 

defined as station 1, station 2 refers to the location of the spires, and station 3 refers 

to the location downstream of the development region. [216]. Irwin in his approach 

considered the control volume to be the working section between stations 1 and 3. 

Based on the Conservation of Momentum applied across the control volume the 

design formulae for spire shape are derived [216]. The derivation is based on the 

excess of momentum flux at station 3 over that at station 1 which is equal to the force 

due to pressure drop from station 1 to station 3 minus the sum of the reaction force 

of the spires and frictional forces of the ceiling, walls and floor on the air. 

Which can also be written as: 

𝜌𝑊 ∫ 𝑈3
2𝑑𝑧 −  𝜌𝑈1

2𝐻𝑊 =  (𝑝1 − 𝑝2)𝐻𝑊 −  
1

2
𝜌𝑈2

2𝐶𝐷0
𝐴𝑠  −

𝐻

0

 
1

2
𝜌𝑈𝑒

2𝐶𝑓𝑋0𝑊,  
[3.5] 

where 1, 2 and 3 refer to stations; 𝜌 is the density of the air, 𝑝 is the static pressure, 

𝐻 and 𝑊 are the height and width of the test section, respectively. 𝐶𝑓 is the effective 

surface friction coefficient, and 𝐶𝐷0  is the drag coefficient including aerodynamic 

interference from adjacent spires. 𝑈𝛿 is the wind velocity above the boundary layer 

at station 3, 𝐴𝑠 is the total frontal area of all the spires. 

(1) (2) (3) 
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Substituting the wind velocity profile, Equation 3.4, and Equations 3.1 and 3.2 into 

Equation 3.5, yields: 

𝐴𝑠 =
𝜓𝐻𝑊

(1 + 𝜓𝜃)𝐶𝐷0

 , [3.6] 

where 𝜃 is the blockage factor and 𝐶𝐷0
 is the true drag coefficient including 

aerodynamic interference from adjacent spires. According to the results of Irwin 

[182], 𝜃 = 1.7 and 𝐶𝐷0
= 1.45 for spires with shapes in the range 0.02 <

𝑏

ℎ
< 0.2. 

𝑊 is the width of the test section, and 𝜓 is the coefficient introduced to calculate the 

required total frontal area of the spires, which is given in Equation 3.7 as: 

𝜓 =  𝛽 (
2

1 + 2𝛼
+ 𝛽 − 𝐶𝑓

𝑋0

𝛿

1 + 𝛼

𝛼
) /(1 − 𝛽)2, [3.7] 

where 𝛽 =  (𝛿/𝐻)[𝛼/(1 + 𝛼)] and 𝐻 is the height of the wind tunnel test section. 

𝑋0 is the distance downstream of the spires, which equals to about 6-spire heights 

and 𝐶𝑓  is the floor friction coefficient, shown in Equation 3.8 as: 

𝐶𝑓 =  0.136 [𝛼/(1 +  𝛼)] [3.8] 

Substituting Equation 3.8 into Equation 3.7, yields, 

𝜓 =  𝛽 [
2

1 +  2𝛼
+  𝛽 −

𝑋0

𝛿
∙

0.136𝛼

1 +  𝛼
] ⁄ (1 − 𝛽)2 [3.9] 

Substituting Equation 3.9 into Equation 3.6, the total frontal area (𝐴𝑠) of the spires 

can be calculated. Based on the total frontal area, the height and the number of spires, 

the base of the spires can be computed using Equation 3.10 as follows: 

𝑏 =
2𝐴𝑠

𝑁ℎ
 [3.10] 

Accordingly, the spire dimensions can be obtained using the previous formulae based 

on the criterion that 0.02 < 𝑏 ℎ⁄ < 0.2. 
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Table 3.2 shows a sample procedure to obtain a boundary layer of 1-meter thickness 

inside RÜZGEM boundary layer test section for each terrain exposure or category. 

As one could observe it requires 12 spires of around 1.17 m to generate the target 

boundary layer thickness. Keeping the number of spires and spire height fixed, the 

spire base width will change causing a reduction in the boundary layer thickness as 

one changes the terrain exposure. 

Table 3.2 Design parameters for spires and roughness elements 

Terrain 

Exposure 
𝑁 ℎ (𝑚) δ (m) 𝑋0 (𝑚) 𝑏 (𝑚) 𝑠 (𝑚) 𝑤 (𝑚)∗ 𝐷 (𝑚) 𝑘 (𝑚) 

A 12 1.17 1.01 7.0 0.19 0.58 0.29 0.32 0.15 

B 12 1.17 0.95 7.0 0.15 0.58 0.29 0.32 0.07 

C 12 1.17 0.90 7.0 0.11 0.58 0.29 0.32 ~ 0 

D 12 1.17 0.88 7.0 0.09 0.58 0.29 0.32 ~ 0 

*w=h/4: splitter width 

3.2.2.2 Design Methodology for Roughness Elements 

The roughness elements are considered as passive devices and are usually integrated 

together with spires to make adjustments for the wind velocity profile generated by 

the spires to satisfy the atmospheric boundary layer simulation requirement 

associated with a certain type of terrain condition in the wind tunnel. Additional 

advantage of the use of roughness elements in the increase in turbulence levels 

especially in the lower part of the ABL. Irwin [182] suggested that to specify the 

roughness size that will produce the desired value of skin-friction coefficient 𝐶𝑓, by 

using empirical relations relating the roughness height 𝑘 to boundary layer thickness 

𝛿 as shown in Equation 3.11. 

𝑘

𝛿
= 𝑒𝑥𝑝 {(2 3⁄ )𝑙𝑛(𝐷 𝛿⁄ ) − 0.1161[(2 𝐶𝑓⁄ ) + 2.05]

1 2⁄
} , [3.11] 

where 𝐷 is the spacing of the roughness elements. Equation 3.11 is valid in the 

range 30 < 𝛿𝐷2 𝑘3 < 2000⁄ . Another criterion is based on the density area of the 
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cubes (roughness elements) that represents a certain terrain category as shown in 

Figure 3.11. 

 

Figure 3.11 Surface roughness dimensions and layouts [222] 

 The roughness plan area density 𝜆𝑝
̅̅ ̅ is defined as the ratio between the block top 

surface area 𝐴𝑝
̅̅̅̅   and the block floor area 𝐴𝑇

̅̅̅̅ , i.e.  

𝜆𝑝
̅̅ ̅ =

𝐴𝑝
̅̅̅̅

𝐴𝑇
̅̅̅̅

=
𝐿𝑥
̅̅ ̅  𝐿𝑦

̅̅ ̅̅

𝐷𝑥  
̅̅ ̅̅  𝐷𝑦

̅̅̅̅
 , [3.12] 

where 𝐿𝑥
̅̅ ̅ is the length of the block (along the wind direction),  𝐿𝑦

̅̅ ̅̅  is the width of the 

block (transverse to the wind direction), 𝐷𝑥  
̅̅ ̅̅  is the length of the influence area of a 

block (along the wind direction), 𝐷𝑦
̅̅̅̅  is the width of the influence area of a block 

(transverse to the wind direction). 

 The roughness element frontal area density 𝜆�̅� is defined as: 

𝜆�̅� =
𝐴𝐹
̅̅̅̅

𝐴𝑇
̅̅̅̅

=
𝑧𝐻̅̅ ̅  𝐿𝑦

̅̅ ̅̅

𝐷𝑥  
̅̅ ̅̅  𝐷𝑦

̅̅̅̅
 , [3.13] 

where 𝑧𝐻̅̅ ̅ is the height of the block. Table 3.2 shows the roughness height and spacing 

for each terrain category based on Equation 3.11. Based on design formulae it 

appears that only terrain exposures A and B require the installation of roughness 

elements. 

Although Table 3.2 shows a sample design methodology for the spires and roughness 

elements more test cases will be investigated in order to understand better the effect 
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of these passive devices especially roughness element height, spacing and layout. 

Therefore, in order to avoid confusion among the test cases considered, a new 

terminology will be followed so we can distinguish between the different cases as 

shown below in Figure 3.12. 

 

Figure 3.12 Terminology for spires and roughness elements 

3.2.3 Numerical Methodology 

The CFD simulations of the RÜZGEM Large-Scale Boundary Layer Wind Tunnel 

test section have been conducted using the same numerical approach of the validation 

study. However, due to the large size of the wind tunnel especially with the 

roughness elements and spires included the computational grid is expected to be 

large even with the 1 2⁄ − model approach. Since we are only interested in the 

boundary layer developing on the bottom and top walls [211], 1 7th ⁄ of the test 

section’s width has been considered while imposing symmetry boundary conditions 

on the side walls as shown on Figure 3.14a. In this approach at least 2 spires are 

included with several roughness elements. In addition, to be sure that 1 7th⁄ − model 

gives acceptable results comparisons with the 1 2⁄ − model approach have been 

conducted in the next section.  

3.2.3.1 Comparison between the ½ -Model and 1/7th–Model Approach 

As mentioned previously, 1 2⁄ − model approach although seems applicable for 

small wind tunnels, on large wind tunnel test sections, this poses a large obstacle of 
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computational size and time which is restricted by the capability of the computer. 

Alternatively, 1 7th⁄ − model approach will be used instead to reduce the 

computational size and time. However, to check the reliability of the 1 7th⁄ − model 

approach comparisons with 1 2⁄ − model approach are conducted. Different cases 

have been tested to in order to increase the confidence of the 1 7th⁄ − model 

approach. The velocity used for the simulation is 10 m s⁄  as measured from the inlet 

of the boundary layer test section. 

Figure 3.13 and 3.14 show the unstructured hexahedral mesh around the 1 2⁄ −

model  and 1 7th⁄ − model as well as the geometry and domain respectively. Results 

include the boundary layer properties as well as the normalized velocity profiles 

extracted at 15 m downstream of wind tunnel test section inlet (i.e. center of the 

turntable). The spires are located 2.5 meters downstream from the test section inlet. 

 

(a) 

                            

(b) 

Figure 3.13 (a) unstructured hexahedral mesh for the ½-model approach, (b) close-

up view of the spires and mesh around the spires  
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(a) 

             

(b) 

Figure 3.14 (a) Computational domain highlighting the 1/7th-model, (b) 

unstructured hexahedral mesh around the spires and roughness elements 

Figure 3.15 and Table 3.3 shows the normalized velocity profiles and boundary layer 

properties for the test cases considered. As can be seen from the results, the 1 2⁄ −

model and 1 7th⁄ − model show similar trends and comparable boundary layer 

thicknesses, though there are differences. The maximum error observed in the 

boundary layer thickness is 4.50 % for terrain B. However, there are some 

differences in the results and this is attributed to the choice of the boundary 

conditions imposed on the side walls. The 1 7th⁄ − model approach seems to over 

predict the boundary layer properties slightly. The maximum error observed is in the 

displacement and momentum thicknesses. Since no experimental data are available 

yet for the large wind tunnel to validate the results, the 1 7th⁄ − model will be used 

for further analysis in order to provide a preliminary assessment of ABL inside 

RÜZGEM large-scale BLWT test section. 
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(a) (b) (c) 

Figure 3.15 Normalized velocity profiles: (a) Terrain A spires only, (b) Terrain B 

spires only, (c) Terrain A spires with roughness element 

Table 3.3 Comparison of boundary layer properties between the 1/2-model and 1/7th-

model approach 

Test Cases 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) 𝐻 

Terrain A 

(spires only) 

1 2⁄ − model 0.23 1.20 0.22 0.15 1.45 

1 7th⁄ − model 0.26 1.22 0.25 0.17 1.49 

Error (%) 13.04 1.67 13.64 13.33 2.76 

Terrain B 

(spires only) 

1 2⁄ − model 0.17 1.11 0.16 0.12 1.32 

1 7th⁄ − model 0.20 1.16 0.19 0.14 1.38 

Error (%) 17.65 4.50 18.75 16.67 3.43 

Terrain A 

(spires + roughness 

elements) 

1 2⁄ − model 0.38 1.31 0.31 0.17 1.75 

1 7th⁄ − model 0.40 1.33 0.35 0.20 1.81 

Error (%) 5.26 1.53 12.90 17.65 4.55 

3.2.3.2 Grid Independence Study 

In the previous section we evaluated the reliability of the 1/7th-model approach, and 

the results show that the 1/7th-model approach although over predicts the 1 2⁄ −

model results, it still provides reasonable results in terms of boundary layer 
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properties. Therefore, a grid independence study has been conducted for the 1/7th-

model approach for the test case with spires only. Four refinement levels have been 

used as shown in Figure 3.16 and Table 3.4. As one can observe from the results 

there is no significant difference as the grid gets finer. One should note in here that 

the grid size will change according to the test case considered. However, this 

assessment at least has provided an estimate of the minimum number of cells each 

test case requires. For instance, cases with spires only require at least 1.5 million 

cells, cases with roughness elements only require at least 3 million cells, and cases 

with spires and roughness elements require at least 4 million cells.  

 

Figure 3.16 Grid independence study for 1/7th-model approach (spires only) 

Table 3.4 Grid independence study for 1/7th-model approach (spires only) 

Test Cases CASE I CASE II CASE III CASE IV 

# of elements 8.03E+05 1.96E+06 3.20E+06 5.69E+06 

𝛼 0.26 0.26 0.26 0.26 

𝛿 (𝑚) 1.22 1.24 1.25 1.25 

𝛿∗ (𝑚) 0.25 0.26 0.28 0.28 

𝜃 (𝑚) 0.17 0.17 0.18 0.18 

𝐻 1.49 1.49 1.55 1.55 
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3.2.3.3 Empty Boundary Layer Wind Tunnel Test Section 

Before we attempt to simulate the ABL inside RÜZGEM large-scale BLWT test 

section, analysis of the boundary layer within the wind tunnel empty test section is 

conducted for 2 different wind tunnel speeds (10 m/s & 20 m/s). Figure 3.17a and 

Table 3.5 presents a grid independence study for the empty test section. Results show 

that for 10 m/s the boundary layer thickness is around 0.277 m, and the power law is 

around 0.14. Table 3.6 shows the boundary layer properties for two different wind 

speeds. The results have been compared with the theoretical values of boundary layer 

thicknesses obtained from Schlighting [223] for flat plate boundary layer. As one can 

observe the boundary layer properties are comparable with the theoretical values; 

however, CFD results slightly over predict the theoretical values. This is mainly due 

to the 1/7th approach used in the CFD simulation, yet the results show that CFD is 

capable of predicting the boundary layer properties for the empty BLWT test section.  

Table 3.5 Grid independence study for the empty BLWT test section 

Test Cases # of Elements 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) 𝐻 

CASE I 1.12E+05 0.11 0.407 0.028 0.023 1.217 

CASE II 2.83E+05 0.12 0.326 0.028 0.023 1.217 

CASE III 1.13E+06 0.13 0.310 0.031 0.025 1.240 

CASE IV 2.07E+06 0.13 0.301 0.030 0.024 1.250 

CASE V 3.84E+06 0.14 0.277 0.031 0.024 1.292 

CASE VI 4.77E+06 0.14 0.277 0.030 0.024 1.25 
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(a) (b) (c) 

Figure 3.17 (a) Grid independent study for empty BLWT, (b) normalized velocity 

profile at 10 m/s, and (c) normalized velocity profile at 20 m/s. 

Table 3.6 Comparison of boundary layer properties between the theoretical and CFD 

results for empty BLWT test section 

Test Cases 
𝑈∞ = 10 𝑚 𝑠⁄  𝑈∞ = 20 𝑚 𝑠⁄  

Theoretical CFD Theoretical CFD 

𝛼 0.14 0.14 0.14 0.14 

𝛿 (𝑚) 0.220 0.277 0.191 0.269 

𝛿∗ (𝑚) 0.027 0.031 0.024 0.026 

𝜃 (𝑚) 0.021 0.024 0.019 0.021 

𝐻 1.278 1.292 1.278 1.238 

3.2.4 Effect of Spires and Roughness Elements 

In this section we will present the effects of spires, roughness elements, and spires 

with roughness elements, in order to understand better the flow and boundary layer 

development within the wind tunnel test section as well as identify which 

combination of spires and roughness elements are adequate for the target terrain 

exposures to be used in the BLWT test section. 
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3.2.4.1 Effect of Spires 

In this section we will investigate the effect of spire geometries for different terrain 

exposures. The Spires have been design according to Irwin’s [182] approach as 

shown in Table 3.2. For each terrain exposure spire geometry will be different 

because the power law exponent is different. In this study, the number of spires, spire 

height and splitter size were kept the same, while the spire base width has changed 

according to the power law exponents of each terrain type. Table 3.7 summaries the 

spire geometries used for each terrain exposure. According to Irwin’s approach, if 

power law exponent change the simulated boundary layer thickness will change 

accordingly, i.e. for the same number of spires and spire height, as the power law 

increases the boundary layer thickness will increase and the expected spire base 

width will also increase. The velocity used for the test cases is 10 m/s as measured 

from the inlet of the boundary layer test section. Moreover, the measurement location 

where the velocity profiles are extracted is 15 meters downstream of the test section 

inlet (i.e. centre of the turntable). 

Table 3.7 Design parameters of spires for each terrain exposure (or category) 

Terrain 

Exposure 
𝛼 𝑁 ℎ (𝑚) δ (m) 𝑋0 (𝑚) 𝑏 (𝑚) 𝑠 (𝑚) 𝑤 (𝑚)∗ 

A 0.4 12 1.17 1.01 7.0 0.19 0.58 0.29 

B 0.25 12 1.17 0.95 7.0 0.15 0.58 0.29 

C 0.15 12 1.17 0.90 7.0 0.11 0.58 0.29 

D 0.10 12 1.17 0.88 7.0 0.09 0.58 0.29 

*w=h/4: splitter width 

Figure 3.18 shows the normalized velocity profiles for different terrain exposures 

with the target power law profiles (solid lines) as well as the power law curve fits 

(dashed lines). As one can observe the velocity profiles for terrain exposure A and 

B under predicts the target power law profiles, on the other hand for terrain exposures 

C and D, the velocity profiles matches the target power law profiles. In terms of 

boundary layer thickness, the CFD results over predict the boundary layer 
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thicknesses obtained from design methodology. This is mainly due to the 1/7th 

approach used in the CFD methodology. These observations are reflected also on the 

boundary layer properties as shown in Table 3.8. This entails that in order to achieve 

the target power law profiles for terrain exposures A and B roughness elements are 

required. However, for terrain exposures C and D spires alone are sufficient to 

produce the target velocity profile.  

    

(a) (b) (c) (d) 

Figure 3.18 Normalized velocity profiles for different terrain exposures: (a) 

Terrain Exposure A, (b) Terrain Exposure B, (c) Terrain Exposure C, and (d) 

Terrain Exposure D 

Table 3.8 shows the boundary layer characteristics, as expected changing the spire’s 

base width will change the boundary layer characteristics. For instance, as the spire’s 

base width (b) increases the power law exponent, boundary layer thickness and other 

characteristics will increase as well. Note in Table 3.8 values in brackets represent 

the target power law exponent and boundary layer thickness for each terrain exposure 

based on Irwin’s design approach.  

Table 3.8 Summary of the atmospheric boundary layer properties 

Test Cases 𝛼 𝛿(𝑚) 𝛿∗(𝑚) 𝜃(𝑚) 𝐻 

Terrain Exposure A 0.26 (0.4) 1.22 (1.01) 0.25 0.17 1.49 

Terrain Exposure B 0.20 (0.25) 1.16 (0.95) 0.19 0.14 1.38 

Terrain Exposure C 0.13 (0.15) 1.05 (0.90) 0.11 0.09 1.26 

Terrain Exposure D 0.12 (0.10) 1.03 (0.88) 0.10 0.08 1.24 
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Figure 3.19 presents the normalized velocity profiles and turbulent kinetic energy 

profiles extracted at 15 m downstream of the test section inlet for different terrain 

exposures. As expected terrain A which have largest spire width shows the highest 

velocity deficit in the velocity profile (i.e. highest shape factor, H), as well as the 

highest levels of turbulent kinetic energy, whereas terrain exposure D shows the 

least. 

  

 

(a) (b)  

Figure 3.19 (a) Normalized velocity profiles, and (b) turbulent kinetic energy 

profiles for different terrain exposures. Solid lines represent the power law curve 

fits 

3.2.4.2 Effect of Roughness Element Height, Spacing and Layout 

In the previous section we investigated the effects of the spire geometry on the 

boundary layer characteristics, and the results show that using spires alone especially 

for terrain exposures A and B will not achieve the desired target power law 

exponents. Therefore, as recommended roughness elements should also be included 

to further improve the velocity profile and achieve the target characteristics.   

Roughness elements are one of the most fundamental passive devices used for ABL 

simulations inside the wind tunnel test section. Therefore, before combining both 

spires and roughness elements together, an initial assessment of the effect of 
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roughness elements on the characteristics of the boundary layer, velocity profiles and 

turbulent kinetic energy will be presented in this section. Test cases include the effect 

of roughness element height or size, roughness element spacing and roughness fetch 

layout.   

Figure 3.20 shows 8 different cases of roughness element layouts distributed within 

the wind tunnel test section across a 7 m x 10 m roughness fetch. Each case includes 

the dimensions and type of layout as presented by the terminology followed in Figure 

3.12 previously. In addition, the planar area density is also calculated for each test 

case. Planar area density represents the blockage imposed by the distribution of the 

roughness fetch on the flow development downstream. A high density roughness 

fetch causes more blockage and deficit in the velocity profiles and add more energy 

and turbulence to the flow field, thereby affecting the boundary layer characteristics. 

For instance, CASE IV has the highest density whereas CASE III has the lowest 

density. 

Figure 3.21 shows the Normalized velocity profiles for the test cases considered 

together with power law curve fits in order to obtain the power law exponent and 

boundary layer characteristics as shown in Table 3.9. In general, one could observe 

that if roughness height, spacing or layout is changed the entire boundary layer 

characteristics will change as well. In addition, Figure 3.22 shows comparison 

between the test cases considered in terms of velocity and turbulent kinetic energy 

profiles. 

This assessment of the effect of different roughness element height, spacing and 

layout, will help select which configuration to be use for a certain power law 

exponent and boundary layer thickness. For instance, if the target power law 

exponent is 0.4 (terrain A), CASES V and CASE VIII can be used, whereas CASE III 

and CASE VI can be used for terrain B and C respectively. However, using roughness 

elements alone might not be enough to achieve the target boundary layer thickness. 

Therefore, in the next section we will present the effect of combining spires with 

roughness elements on the boundary layer properties. 
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  CASE I: 

K150D320-31R22C-A 

𝜆𝑃 = 21.92 % 

CASE II: 

K150D320-31R22C-S 

𝜆𝑃 = 21.44 % 

CASE III: 

K150D640-16R11C-A 

𝜆𝑃 = 5.66 % 

CASE IV: 

K300D640-16R11C-A 

𝜆𝑃 = 22.63 % 

    

(a) (b) (c) (d) 

CASE V: 

K150DX320DY640-

16R22C-A 

𝜆𝑃 = 11.31 % 

CASE VI: 

K150DX640DY320-

31R11C-A 

𝜆𝑃 = 10.96 % 

CASE VII: 

K180D640-16R11C-A 

𝜆𝑃 = 8.15 % 

CASE VIII: 

K180D640-16R11C-S 

𝜆𝑃 = 15.09 % 

    

(e) (f) (g) (h) 

Figure 3.20 (a-h) Roughness element layouts and configurations. x-axis is along the 

wind direction, y-axis is along the transverse direction 
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CASE I: 

K150D320-31R22C-A 

CASE II: 

K150D320-31R22C-S 

CASE III: 

K150D640-16R11C-A 

CASE IV: 

K300D640-16R11C-A 

    

(a) (b) (c) (d) 

CASE V: 

K150DX320DY640-

16R22C-A 

CASE VI: 

K150DX640DY320-

31R11C-A 

CASE VII: 

K180D640-16R11C-A 

CASE VIII: 

K180D640-16R11C-S 

    

(e) (f) (g) (h) 

Figure 3.21 (a-h) Normalized velocity profiles for different roughness element layouts 

and configurations 

Table 3.9 shows that boundary layer properties for the test cases considered. As one 

can observe: 

 If the roughness element layout is changed (A to S), the boundary layer properties 

increase (CASE I vs. CASE II & CASE VII vs. CASE VIII). 

 If roughness element spacing (D) is doubled with keeping roughness element size 

(K) and layout (A) the same, the boundary layer properties decreases (CASE I vs. 

CASE III). 
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 If roughness element size and spacing are doubled while keeping layout the same, 

the boundary layer properties increase (CASE I vs. CASE IV). 

 If the spacing in the transverse direction is doubled compared to that along the 

wind direction, the boundary layer properties decreases (CASE V vs. CASE VI). 

Table 3.9 Summary of atmospheric boundary layer properties for the cases of 

roughness elements 

Properties 𝛼 𝛿(𝑚) 𝛿∗(𝑚) 𝜃(𝑚) 𝐻 

CASE I: K150D320-31R22C-A 0.33 0.70 0.16 0.10 1.63 

CASE II: K150D320-31R22C-S 0.37 0.86 0.21 0.12 1.71 

CASE III: K150D640-16R11C-A 0.25 0.56 0.10 0.07 1.47 

CASE IV: K300D640-16R11C-A 0.55 0.94 0.30 0.13 2.27 

CASE V: K150DX320DY640-16R22C-A 0.40 0.82 0.22 0.12 1.82 

CASE VI: K150DX640DY320-31R11C-A 0.20 0.60 0.09 0.07 1.38 

CASE VII: K180D640-16R11C-A 0.28 0.65 0.13 0.08 1.52 

CASE VIII: K180D640-16R11C-S 0.40 0.89 0.24 0.13 1.82 

 

Figure 3.22 shows the velocity profiles as well as turbulent kinetic energy profiles 

for the test cases considered. As shown CASE IV results in the largest velocity deficit 

while CASE VI shows the least. In terms of turbulent kinetic energy CASE V produces 

the largest turbulence in the flow while CASE VI produces the least. This assessment 

is very critical when one uses both spires and roughness elements for ABL 

simulations. On one hand, the target boundary layer velocity profile and turbulence 

intensity profile should be met; however, this is challenging due to the reverse effects 

of the roughness elements. To elaborate, roughness elements increases the turbulence 

and wind shear in the flow field which might result in over estimating or not 

achieving the target ABL profiles. Therefore, care should be taken when simulating 

the ABL inside wind tunnels.   

 



 

 

67 

  

 

(a) (b)  

Figure 3.22 (a) Normalized velocity profiles, and (b) turbulent kinetic energy 

profiles for different roughness element cases 

3.2.4.3 Effect of Spires and Roughness Elements 

In the previous sections we investigated the effects of spires and roughness elements 

separately. Results show that spires alone will not be sufficient to achieve the target 

power law especially for terrain exposures A and B. In addition, roughness elements 

play a major part in changing the boundary layer properties. Therefore, in this section 

we will investigate the effects of spires and roughness elements combined on the 

boundary layer characteristics and observe which test cases will be assigned for 

different terrain exposures especially A and B.  

Figure 3.23 shows the Normalized velocity profiles for the test cases considered. 

Note here that CASES I-VI are used to achieve terrain exposure A, while CASES VII 

and VIII are used to achieve terrain exposure B. Table 3.10 shows the boundary layer 

properties for the test cases considered. As one can observe combining spires with 

roughness elements results in boundary layer properties increasing. For terrain 

exposure B (CASES VII and VIII) changing the layout shows no significant 

difference in the boundary layer properties. Whereas, for terrain exposures A, some 

cases under predicts (CASE III) the target power law while others over predicts it 

(CASES I, IV & VI). Only CASES II and V seems to achieve the target power law 
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profiles. Figure 3.24 shows the velocity and turbulent kinetic energy profiles for the 

test cases considered.  

Table 3.10 Summary of the atmospheric boundary layer properties for the cases of 

spires with roughness elements 

Terrain 

Exposure 
Test Cases 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) 𝐻 

A 

CASE I:  

12S-K150D320-31R22C-A 
0.45 1.45 0.44 0.22 1.94 

CASE II:  

12S-K150D320-31R22C-S 
0.40 1.39 0.39 0.21 1.84 

CASE III:  

12S-K150D640-16R11C-A 
0.35 1.32 0.34 0.19 1.72 

CASE IV:  

12S-K300D640-16R11C-A 
0.50 1.48 0.50 0.23 2.17 

CASE V:  

12S-K180D640-16R11C-A 
0.40 1.33 0.35 0.20 1.81 

CASE VI:  

12S-K180D640-16R11C-S 
0.45 1.43 0.43 0.22 1.97 

B 

CASE VII:  

12S-K70D320-31R22C-A 
0.27 1.25 0.24 0.16 1.54 

CASE VIII:  

12S-K70D320-31R22C-S 
0.27 1.24 0.24 0.16 1.54 
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CASE I: 

12S-K150D320-

31R22C-A 

CASE II: 

12S-K150D320-

31R22C-S 

CASE III: 

12S-K150D640-

16R11C-A 

CASE IV: 

12S-K300D640-

16R11C-A 

    

(a) (b) (c) (d) 

CASE V: 

12S-K180D640-

16R11C-A 

CASE VI: 

12S-K180D640-

16R11C-S 

CASE VII: 

12S-K70D320-

31R22C-A 

CASE VIII: 

12S-K70D320-

31R22C-S 

    

(e) (f) (g) (g) 

Figure 3.23 (a-h) Normalized velocity profiles for the cases of spires with roughness 

elements 

 



 

 

70 

  

 

(a) (b)  

Figure 3.24 (a) Normalized velocity profiles, and (b) turbulent kinetic energy profiles 

for different spires and roughness elements cases 

3.2.4.4 Selection and Summary of Test Cases 

In this section we summarize which cases are suitable for each terrain exposure. As 

shown in Table 3.11 and Figure 3.25, four cases are suitable for terrain exposure A, 

although their boundary layer thicknesses are different. While for terrain exposure B 

three cases are suitable. Terrain exposures C and D using spires alone is sufficient. 
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Table 3.11 Summary of the atmospheric boundary layer properties for each terrain 

exposure (or category) 

Test Cases 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) 𝐻 

Terrain 

Exposure  

A 

Spires only 0.26 1.22 0.25 0.17 1.49 

K150DX320DY640-16R22C-A 0.40 0.82 0.22 0.12 1.82 

K180D640-16R11C-S 0.40 0.89 0.24 0.13 1.82 

12S-K150D320-31R22C-S 0.40 1.39 0.39 0.21 1.84 

12S-K180D640-16R11C-A 0.40 1.33 0.35 0.20 1.81 

Terrain 

Exposure 

 B 

Spires only 0.20 1.16 0.19 0.14 1.38 

K150D640-16R11C-A 0.25 0.56 0.10 0.07 1.47 

12S-K70D320-31R22C-A 0.27 1.25 0.24 0.16 1.54 

12S-K70D320-31R22C-S 0.27 1.24 0.24 0.16 1.54 

Terrain 

Exposure 

C 

Spires only 0.13 1.03 0.11 0.09 1.26 

Terrain 

Exposure 

D 

Spires only 0.12 1.05 0.10 0.08 1.24 
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(a) (b) (c) (d) 

Figure 3.25 Normalized velocity profiles: (a) Terrain exposure A, (b) Terrain exposure B, 

(c) Terrain exposure C, and (d) Terrain exposure D 

3.3 RÜZGEM C3 Boundary Layer Wind Tunnel 

In the previous section numerical simulations of the ABL inside RÜZGEM Large-

Scale Boundary Layer wind tunnel were presented. However, due to the delay in the 

construction of the wind tunnel, no experimental data were presented. In order to 

complete this study another wind tunnel which is available in RÜZGEM 

Aerodynamics Laboratory will be utilized to continue the study. Inside this wind 

tunnel the ABL will be simulated using the spire-roughness element technique 

presented in the previous section and comparisons with numerical results will be 

conducted in order to validate the CFD approach. 

3.3.1 Wind tunnel Facility 

The wind tunnel used in this study is an open-return suction type boundary layer 

wind tunnel (RÜZGEM C3) of the Middle East Technical University (METU) Center 

for Wind Energy Research (RÜZGEM) as shown in Figure 3.26. The wind tunnel 

consists of a two-dimensional inlet contraction with a contraction ratio of 1: 5, and a 
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fully transparent test section with a cross-sectional area of 1 × 1 𝑚2 and a length of 

8 𝑚. It is powered by a 45 − 𝑘𝑊 speed-controlled electrical motor, which drives a 

1.2 𝑚 diameter axial fan. A honeycomb and a screen are located upstream of the test 

section in order to ensure high flow quality inside the test section. Maximum velocity 

inside the test section is 25 𝑚 𝑠⁄  and the average inlet turbulence intensity is about 

1.0 %. 

  

(a) (b) 

 

(c) 

Figure 3.26 METUWIND C3 boundary layer wind tunnel: (a) inlet of the wind 

tunnel, (b) test section with spires and roughness elements, and (c) sketch of 

the wind tunnel 

3.3.2 Experimental Characterization of the Wind Tunnel Facility 

This section presents the experimental characterization of the wind tunnel facility. 

Flow quality at the inlet of the test section will be presented in terms of velocity and 

turbulence intensity profiles. Hotwire anemometry measurements are conducted at 

the inlet of the test section by traversing a single sensor hotwire vertically and 
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horizontally across the test section. Data are collected at a sampling rate of 10 kHz 

for 30 seconds duration. Measurements are conducted at 10 m/s wind speed.  

Figure 3.27 shows the horizontal measurements conducted across the wind tunnel 

test section inlet in terms of streamwise velocity and turbulence intensity profiles. 

Two measurement test cases are conducted to check the reliability of the 

measurements. As one can observe from Figure 3.27a and b the velocity profiles 

show uniform velocity distribution across the test section inlet. However, there is a 

slight reduction in the velocity profile at the left hand side compared to the right hand 

side. Later it will be shown that the main reason for this is due to the 2-dimensional 

inlet contraction and blockage from walls due to small space in the laboratory. This 

problem is more pronounced on the turbulence intensity profiles as shown in Figure 

3.27c. Although there is a uniform region between 0.3 m ≤ y ≤ 0.7 m with turbulence 

intensity levels of around 1%. Outside this region there are high turbulence intensity 

levels which persist downstream of the test section as will be shown later in this 

section. The main reason is due to the growing boundary layer on the side walls, 

which ultimately causing separation due to adverse pressure gradient caused by the 

2D inlet contraction. This could potentially cause dramatic effects if one is interested 

in studying the wake characteristics of model wind turbines or porous discs. 

Therefore, for this reason and in order to carry out reliable study the inlet of wind 

tunnel will be replaced by designing a new 3-dimensional inlet contraction with a 

settling chamber as shown in Chapter 4.  
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(a) 

 

(b) 

 

(c) 

Figure 3.27 Horizontal measurements at the inlet of the test section: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity. 

Dashed blue line marks the tunnel centerline 

Figure 3.28 shows the vertical measurements conducted across the wind tunnel test 

section inlet. Across the vertical distance the flow shows good uniformity in terms 

of streamwise velocity profiles. On the other hand, the turbulence intensity profile 

shows higher turbulence levels near the walls compared to the centerline, this is 
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mainly due to the growing boundary on the bottom and top walls of the 2D inlet 

contraction. 

   

(a) (b) (c) 

Figure 3.28 Vertical measurements at the inlet of the test section: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity. 

Dashed blue line marks the tunnel centerline 

3.3.3 Numerical Methodology 

The CFD simulations of RÜZGEM C3 Boundary Layer Wind Tunnel test section 

have been conducted using the same numerical approach presented in section 3.1.2. 

Half-models have been considered in order to reduce the domain size and 

computational time with symmetry imposed as shown in Figure 3.29a for the wind 

tunnel. Figure 3.29 shows the computational domain with the boundary conditions 

as well as the unstructured hexahedral mesh for the spires with roughness elements 

case with a closed-up view of the boundary layer resolved around the spires and 

roughness elements.  

The measured horizontal and vertical profiles shown previously in Figures 3.27 and 

3.28 respectively have been used in the numerical simulation as inlet boundary 

conditions separately. To elaborate, since we are dealing with a 3-dimensional 
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geometry, the inlet boundary conditions will be interpolated across the entire plane 

of the test section. In addition, due to the non-uniformities in velocity and turbulence 

intensity profiles, and the ½-model approach used in the CFD simulations, the 

horizontal and vertical profiles will be tested separately. That is, the effects of 

vertical profile and horizontal profile will be tested separately in order to understand 

better how significant the problem will be on the downstream flow field and the 

reliability of the CFD approach. 

 

(a) 

 

(b) 

Figure 3.29 (a) Computational domain, (b) unstructured hexahedral mesh with 

close-up view of the mesh around the spires and roughness elements 

3.3.4 Results of RÜZGEM C3 Boundary Layer Wind Tunnel 

in this section we will present the comparisons between the numerical simulation 

and experimental results for three different test cases, namely the empty wind tunnel, 
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empty wind tunnel equipped with spires and the empty wind tunnel equipped with 

spires and roughness elements. 

3.3.4.1 Empty Wind Tunnel 

Figures 3.30 and 3.31 present the contours of the streamwise velocity and turbulent 

kinetic energy distributions in the empty wind tunnel along the x-z plane and x-y 

plane respectively. Velocity vectors were imposed on the velocity contour plots 

(Figures 3.30a and 3.31a) to show the development of the flow. As can be seen from 

the contour plots the flow shows typical distributions of streamwise velocity and 

turbulent kinetic energy. Uniform distribution of the velocity and turbulent kinetic 

energy is observed in the test section, as well as the growing boundary layer as one 

moves downstream from the inlet of the test section. 

 

 

(a) 

 

 

(b) 

Figure 3.30 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel. Velocity profiles represented as vectors are 

shown at different streamwise positions 
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(a) 

 

 

(b) 

Figure 3.31 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel 

Figures 3.32 and 3.33 show respectively the comparison between the experimental and 

numerical results across the horizontal and vertical distances at the inlet of the test section. 

One should keep in mind that two different types of inlet boundary conditions were used 

separately for comparisons (i.e. horizontal and vertical profiles). As mentioned previously, 

the horizontal profile shows non-uniformity in the streamwise velocity and turbulence 

intensity profiles unlike the vertical profiles. Therefore, we tested their effects separately as 

an inlet boundary condition. As expected both inlet boundary condition profiles show good 

match with the experimental data, since it is basically a curve fit of the measured data.  
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(a) (b) 

  

(c) (d) 

 

Figure 3.32 Horizontal profiles at the inlet of the test section: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence 

intensity, and (d) turbulent kinetic energy. Dashed blue line marks the tunnel 

centerline 
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(a) (b) (c) (d) 

 

Figure 3.33 Vertical profiles at the inlet of the test section: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity, 

and (d) turbulent kinetic energy. Dashed blue line marks the tunnel centerline 

Based on the inlet boundary conditions used, comparisons with experimental data at 

6 m and 7 m downstream of the test section inlet has been conducted in order to 

check the validity of the boundary conditions as well as assess the accuracy of the 

numerical simulation. In this respect, Figure 3.34 shows the horizontal profiles at 6 

m downstream of the test section inlet. As one could observe, when the vertical 

profile is used as an inlet boundary condition better match between the experiments 

and numerical results is obtain for the streamwise velocity as shown in Figures 3.34a 

and b. Similarly, the turbulence intensity and turbulent kinetic energy profiles show 

good match except near the side walls where the numerical results under predict the 

experimental data if vertical profile is used and over predict it if the horizontal profile 

is used as an inlet boundary condition. Similar observations can be seen at 7 m 

downstream as shown in Figure 3.35. One could also observe, from Figures 3.34 and 

3.35 that the problem associated with turbulence intensity at the inlet of the test 

section persists to downstream locations shown as a bump at the left hand side. 
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(a) (b) 

  

(c) (d) 

 

Figure 3.34 Horizontal profiles 6 m dowstream of the test section inlet: (a) 

streamwise velocity, (b) normalized streamwise velocity, (c) streamwise turbulence 

intensity, and (d) turbulent kinetic energy. Dashed blue line marks the tunnel 

centerline 

Figure 3.36 shows comparisons between the measured data and numerical results 

along the vertical distance at 7 m downstream of the test section inlet. As can been 

from the results, the streamwise velocity distributions shown in Figure 3.36a and b 

shows good match between experiments and numerical results. On the other hand, 

the turbulence intensity and turbulent kinetic energy profiles show good match in the 

freestream flow outside the boundary layer. However, inside the boundary layer the 

numerical results under predict the measured data.   
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(a) (b) 

  

(c) (d) 

 

Figure 3.35 Horizontal profiles 7 m dowstream of the test section inlet: (a) 

streamwise velocity, (b) normalized streamwise velocity, (c) streamwise 

turbulence intensity, and (d) turbulent kinetic energy. Dashed blue line marks the 

tunnel centerline 

Quantitative comparisons between the measured data and numerical results are 

presented in Table 3.12 in terms of boundary layer properties. Power law curve fits 

shows similar power law exponents and comparable boundary layer thicknesses. 

Figure 3.37a shows the normalized streamwise velocity with power law curve fit. 

The friction velocity and aerodynamic roughness height are obtained using the 

logarithmic law curve fit as shown in Figure 3.37b. However, the numerical results 

slightly under predict these values.  
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(a) (b) (c) (d) 

 

Figure 3.36 Vertical profiles 7 m dowstream of the test section inlet: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity, 

and (d) turbulent kinetic energy. Dashed blue line marks the tunnel centerline 

Table 3.12 Summary of atmospheric boundary layer properties for the empty wind 

tunnel 

Properties Experimental Results CFD Results Error (%) 

𝛼 0.13 0.13 0 

𝛿 (𝑚) 0.15 0.15 0 

𝛿∗ (𝑚) 0.017 0.016 5.88 

𝜃 (𝑚) 0.014 0.013 7.14 

𝐻 1.252 1.276 1.92 

𝑢∗ (𝑚 𝑠⁄ ) 0.557 0.471 15.44 

𝑧0 (𝑚) 5.12E-05 1.38E-05 73 

𝑈𝑒 (𝑚 𝑠⁄ ) 11.110 11.112 0.018 
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(a) (b) 

  

Figure 3.37 (a) streamwise velocity distribution with power law curve fit, and (b) 

log-law with logarithmic curve fit 

3.3.4.2 Wind Tunnel Equipped with Spires 

In this section we will present the experimental and numerical results for the empty 

wind tunnel equipped with spires test case. Three spires with a height of 0.67 m have 

been designed according to Irwin [182] design methodology and installed at the inlet 

of the test section in order to achieve a target power law exponent of 0.25 which 

corresponds to terrain exposure B. Table 3.13 summaries the design parameters of 

the spires and roughness elements (30 x 5 aligned). 

Table 3.13 Design parameters of spires for terrain exposure B 

Terrain 

Exposure 
𝛼 𝑁 ℎ (𝑚) δ (m) 𝑋0 (𝑚) 𝑏 (𝑚) 𝑠 (𝑚) 𝑤 (𝑚)∗ 𝐷 (𝑚) 𝑘 (𝑚) 

B 0.25 3 0.67 0.54 4.0 0.09 0.34 0.168 0.2 0.035 

*w=h/4: splitter width 
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Figures 3.38 and 3.39 present the contours of the streamwise velocity and turbulent 

kinetic energy distributions for the empty wind tunnel equipped with spires. As can 

be seen from the contour plots the effect of spires is significant associated. In the 

near wake the flow field is characterized with low momentum and high turbulent 

kinetic energy directly downstream of the spires. As one moves downstream the 

effect of spires reduces and the flow starts to recover to the freestream flow. Velocity 

vectors show the development of the boundary layer flow with downstream distance. 

 

 

(a) 

 

 

(b) 

Figure 3.38 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel equipped with spires. Velocity profiles 

represented as vectors are shown at different streamwise positions 
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(a) 

 

 

(b) 

Figure 3.39 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel equipped with spires. Velocity profiles 

represented as vectors are shown at different streamwise positions 

Figure 3.40 shows the horizontal profiles measured at 7 m downstream of the test 

section inlet. As one could observe, the effect of the spires on the velocity profiles is 

insignificant showing the wake has diffused downstream. On the other hand, the 

effects are still present on the turbulence intensity and turbulent kinetic energy. The 

numerical results show good match to the experimental data in terms of velocity 

profiles unlike the turbulence profiles where the numerical results under predict the 

experimental data. 
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(a) (b) 

  

(c) (d) 

Figure 3.40 Horizontal profiles 7 m dowstream of the test section inlet: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity, and 

(d) turbulent kinetic energy. Dashed blue line marks the tunnel centerline 

Figure 3.41 shows the vertical profiles measured at 7 m downstream of the test 

section inlet. Similar observation can be seen in the velocity profiles where the 

numerical results show good match unlike the turbulence intensity and turbulent 

kinetic energy where it under predict the experimental data.  

Quantitative comparisons between the measured data and numerical results are 

presented in Table 3.14 in terms of boundary layer properties for the case with spires. 

Power law curve fits show that the power law exponent is over predicted in the 

numerical results, however, comparable boundary layer thicknesses are obtained 

between the experiments and numerical results. Figure 3.42a shows the normalized 

streamwise velocity with power law curve fits. The friction velocity and 

aerodynamic roughness height are obtained using the logarithmic law curve fit as 

shown in Figure 3.42b. However, the numerical results slightly over predict these 

values.  
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(a) (b) (c) (d) 

Figure 3.41 Vertical profiles 7 m dowstream of the test section inlet: (a) 

streamwise velocity, (b) normalized streamwise velocity, (c) streamwise 

turbulence intensity, and (d) turbulent kinetic energy. Dashed blue line marks 

the tunnel centerline 

Table 3.14 Summary of atmospheric boundary layer properties for the wind tunnel 

equipped with spires 

Properties Experimental Results CFD Results Error (%) 

𝛼 0.11 0.15 36.36 

𝛿 (𝑚) 0.445 0.436 2 

𝛿∗ (𝑚) 0.047 0.060 27.66 

𝜃 (𝑚) 0.036 0.047 30.56 

𝐻 1.214 1.286 5.93 

𝑢∗ (𝑚 𝑠⁄ ) 0.319 0.374 17.24 

𝑧0 (𝑚) 1.72E-05 7.73E-05 - 

𝑈𝑒 (𝑚 𝑠⁄ ) 10.628 11.207 5.45 
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(a) (b) 

  

Figure 3.42 (a) streamwise velocity distribution with power law curve fit, and (b) 

log-law with logarithmic curve fit 

3.3.4.3 Wind Tunnel Equipped with Spires and Roughness Elements 

In this section we will present the experimental and numerical results for the empty 

wind tunnel equipped with spires and roughness elements. Three spires with a height 

of 0.67 m have been designed according to Irwin [182] design methodology and 

installed at the inlet of the test section in order to achieve a target power law exponent 

of 0.25 which corresponds to terrain exposure B. Additionally, a roughness fetch 

consisting of 200 roughness elements with a height of 35 mm and separation distance 

of 200 mm extends up to 6.5 m downstream of the test section inlet. The design 

parameters are summarized in Table 3.13 previously. 

Figures 3.43 and 3.44 present the contours of the streamwise velocity and turbulent 

kinetic energy distributions for the empty wind tunnel equipped with spires and 

roughness elements. As can be seen from the contour plots the addition of roughness 
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elements is significant associated with it added momentum and high turbulent kinetic 

energy. As one moves downstream the effect of spires reduces and the flow starts to 

recover to the freestream flow. Velocity vectors show the development of the 

boundary layer flow with downstream distance. 

 

 

(a) 

 

 

(b) 

Figure 3.43 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel equipped with spires and roughness elements. 

Velocity profiles represented as vectors are shown at different streamwise 

positions 
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(a) 

 

 

(b) 

Figure 3.44 Contour plots of: (a) streamwise velocity, and (b) turbulent kinetic 

energy for the empty wind tunnel equipped with spires and roughness elements. 

Velocity profiles represented as vectors are shown at different streamwise 

positions 

Figure 3.45 shows the vertical profiles measured at 7 m downstream of the test 

section inlet. Similar observation can be seen in the velocity profiles where the 

numerical results show good match unlike the turbulence intensity and turbulent 

kinetic energy where it under predict the experimental data.  
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(a) (b) (c) (d) 

Figure 3.45 Vertical profiles 7 m dowstream of the test section inlet: (a) streamwise 

velocity, (b) normalized streamwise velocity, (c) streamwise turbulence intensity, 

and (d) turbulent kinetic energy. Dashed blue line marks the tunnel centerline 

Quantitative comparisons between the measured data and numerical results are 

presented in Table 3.15 in terms of boundary layer properties for the case with spires 

and roughness elements. Power law curve fits show that the power law exponent is 

over predicted in the numerical results, however, comparable boundary layer 

thicknesses are obtained between the experiments and numerical results. Figure 

3.46a shows the normalized streamwise velocity with power law curve fits. The 

friction velocity and aerodynamic roughness height are also obtained using the 

logarithmic law curve fit as shown in Figure 3.46b. However, the numerical results 

slightly over predict those values. 

The aim of this assessment is to check the validity of the numerical approach with 

experimental data, as well as check if the experimental results matches the properties 

of the ABL for terrain exposure B. One can see from the experimental results that 

the target power law exponent as well as the target boundary layer thickness are 

under predicted. This probably attributed to the distribution of roughness elements. 

That is more test cases in terms of roughness height and configuration need to be 

conducted to achieve the target properties. 
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(a) (b) 

  

Figure 3.46 (a) streamwise velocity distribution with power law curve fit, and (b) 

log-law with logarithmic curve fit 

Table 3.15 Summary of atmospheric boundary layer properties for the wind tunnel 

equipped with spires and roughness elements 

Properties Experimental Results CFD Results Error (%) 

𝛼 0.20 0.23 15 

𝛿 (𝑚) 0.470 0.476 1.28 

𝛿∗ (𝑚) 0.072 0.087 20.83 

𝜃 (𝑚) 0.053 0.061 15.10 

𝐻 1.358 1.444 6.33 

𝑢∗ (𝑚 𝑠⁄ ) 0.578 0.618 6.92 

𝑧0 (𝑚) 2.8E-04 6.31E-04 - 

𝑈𝑒 (𝑚 𝑠⁄ ) 11.260 11.388 1.14 

𝑢𝑧ℎ
(𝑚 𝑠⁄ ) 7.025 6.325 9.96 
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Table 3.16 shows the aerodynamic roughness height normalized with the roughness 

element height compared with empirical relations obtained from literature. 

Aerodynamic roughness height is a critical parameter for ABL and terrain exposure 

selection. Correct estimation of this parameter is vital to represent the ABL and 

terrain characteristics. Several authors [224-229] attempted to quantify this 

parameter empirically based on wind tunnel measurements or field measurements. 

In here we compared the aerodynamic roughness height of the current study with 

empirical models proposed in the literature. As one could observe all the empirical 

models over predicts the experimental results. 

Table 3.16 Comparison of aerodynamic roughness height with empirical formulas 

from literature 

Aerodynamic Roughness Height 𝑧0 𝑧ℎ⁄  

Experimental 2.43E-03 

CFD 1.80E-03 

𝐿𝑒𝑡𝑡𝑎𝑢 [224] 1.53E-02 

𝑇ℎ𝑒𝑢𝑟𝑒 [225] 4.65E-02 

𝑀𝑎𝑐𝑑𝑜𝑛𝑎𝑙 [226] 5.12E-02 

𝐾𝑢𝑡𝑧𝑏𝑎𝑐 [227] 1.94E-0.2 

𝑅𝑎𝑢𝑝𝑎𝑐 [228] 3.23E-02 

𝐵𝑜𝑡𝑡𝑒𝑚 [229] 2.24E-02 

3.3.4.4 Comparison with International Standards 

This section presents the comparisons of the turbulence intensity profiles of the ABL 

for the case of spires and the case of spires with roughness elements against 

international standards from ASCE 7-16, ASCE 49-12 and EN1991-1-4-2005. 

Figure 3.47 shows the full scale comparison between the experimental results, CFD 

results as well as international standards. As one can observe both the experimental 

results as well as the numerical results underestimate the turbulence intensity of the 

international standards for terrain exposure B. Although, the velocity profiles match 
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well with the international standards for terrain exposure B, the turbulence intensity 

requires additional roughness elements to increase the turbulence in the ABL. 

However, cautious should be taken when trying to match the turbulence intensity 

levels by adding roughness elements which might result in higher power law 

exponent for the velocity profiles. Therefore, one should optimize which parameters 

are necessary to match. 

 

 

Figure 3.47 Comparison of the ABL turbulence intensity profiles at full scale with 

international standards 

3.4 Upgrade of RÜZGEM C3 Boundary Layer Wind Tunnel 

In the previous section we carried out an experimental as well as numerical 

simulation of RÜZGEM C3 boundary layer wind tunnel in order to generate an ABL 

inside the wind tunnel as well as validate the numerical approach. Results show that 

the numerical approach used in this study to simulate the ABL is valid when using 

the 1 2⁄ − 𝑚𝑜𝑑𝑒𝑙 approach. The numerical methodology seems to give acceptable 

results in terms of velocity profiles, however, it under predicts the turbulence 

intensity profiles. In addition, as mentioned during the previous section the wind 

tunnel seems to suffer from a non-uniform velocity and turbulence intensity 

distributions at the inlet of the test section and this non-uniformity persists to 
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downstream positions. The main reason is due to the two-dimensional inlet 

contraction.  

In order to carry out reliable wake measurements downstream of the porous disc, the 

wind tunnel inlet design will be upgraded to a three-dimensional inlet contraction 

with a settling chamber and a bell-mouth in order to improve the flow quality. The 

new design of the wind tunnel is shown in Chapter 4, and Figures 3.47 and 3.48 

shows comparison of the velocity and turbulence intensity profiles measured at the 

inlet of the test section along the horizontal and vertical directions between the old 

configuration and the new configuration of the wind tunnel. 

As one could observe the new design of the inlet contraction has significantly 

improved the flow quality inside the test section of the wind tunnel. Uniform velocity 

distributions along the horizontal and vertical directions associated with uniform 

turbulence intensity distribution and lower levels of turbulence are clearly visible for 

new inlet design. 

 
 

(a) (b) 

Figure 3.48 Horizontal profiles of: (a) normalized streamwise velocity, and (b) 

streamwise turbulence intensity of the old and new configuration of the wind 

tunnel facility. Dashed blue line marks the tunnel centerline 
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(a) (b) 

Figure 3.49 Vertical profiles of: (a) normalized streamwise velocity, and (b) 

streamwise turbulence intensity of the old and new configuration of the wind 

tunnel facility. Dashed blue line marks the tunnel centerline 
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CHAPTER 4 

4 POROUS DISC EXPERIMENTAL SETUP AND MEASUREMENT 

DETAILS 

This chapter presents the experimental setup and measurements details conducted to 

investigate the effects of inflow boundary layer on the wake characteristics of a 

radially non-uniform porous disc. 

4.1 Upgraded Wind Tunnel Facility 

The experiments were performed in the open-return suction type boundary layer 

wind tunnel (RÜZGEM C3) of Middle East Technical University (METU) Center 

for Wind Energy Research (RÜZGEM) as shown in Figure 4.1. This wind tunnel 

facility is an upgrade of an older wind tunnel due to several problems occurring due 

to the 2D contraction of the wind tunnel. Modifications have been implemented by 

changing the entire inlet of the wind tunnel. The wind tunnel consists of a settling 

chamber section, a contraction with a contraction ratio of 1: 5, and a fully transparent 

test section with a cross-sectional area of 1 × 1 𝑚2 and a length of 8 𝑚. It is powered 

by a 45 − 𝑘𝑊 speed-controlled electrical motor, which drives a 1.2 𝑚 diameter axial 

fan. The settling chamber includes a honeycomb and a screen in order to ensure high 

flow quality inside the test section. Maximum velocity inside the test section is 

25 𝑚 𝑠⁄  and the average inlet turbulence intensity is about 0.35 %.  
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Figure 4.1 Open return boundary layer wind tunnel facility at Center for Wind 

Energy Research (RÜZGEM) at the Middle East Technical University (METU) 

4.1.1 Wind Tunnel Control System 

An in-house closed-loop wind tunnel control system developed in LABVIEW is used 

for the operation of the wind tunnel facility in three different modes. MODE 1 

represents the manual operation of the wind tunnel based on fan speed (RPM). 

MODE 2 is conducted under a constant wind speed operation. Finally, constant 

Reynolds number operation is considered as MODE 3. Figure 4.2 shows a picture of 

the user interface for the operation and control of the wind tunnel facility. 

 

Figure 4.2 User interface of the closed-loop control system for the wind tunnel 

facility  



 

 

101 

The wind tunnel is instrumented with 8 static pressure tabs embedded on two 

locations on the surface of the contraction cone (referred to as position 1 and 2) as 

shown ın Figure 4.3.  Static taps are drilled on four sides of the tunnel walls and are 

connected through manifolds. A pitot-static tube is mounted inside the front part of 

the test section in order to measure the static and total pressure of the flow as shown 

in Figure 4.3. The pitot-static pressure measurement is performed by a 16-channel 

differential pressure scanner from Scanivalve®. A differential pressure transmitter 

measures the pressure difference between section 1 and section 2 across the 

contraction cone as shown in Figure 4.3. A temperature/humidity sensor is situated 

inside the wind tunnel at the exit of the test section to measure the temperature and 

humidity of the airflow during the experiments. Atmospheric (Barometric) pressure 

is monitored by a sensor located outside the wind tunnel. The fan speed is adjusted 

using analog input speed reference node of the fan drive. The developed LabVIEW 

real-time application is used to acquire the measured data and adjust the fan rotating 

speed. This closed-loop control system takes into account the blockage effects due 

to models inserted in the test section (such as spires and roughness elements). 

 

Figure 4.3 Sketch of the wind tunnel facility with the instruments and sensors 

locations for the closed-loop control system 

The porous disc PIV measurements are conducted under constant Reynolds number 

operation (MODE 3). The Reynolds number is taken based on free stream velocity 

upstream of the disc and the disc diameter. 
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4.2 Porous Disc 

The porous disc used in the experiments has a diameter of 120 mm, with radially 

non-uniform porosity. This non-uniform porosity is designed to match the induction 

and thrust coefficients of a small horizontal axis wind turbine that has the same 

diameter as the disc, as explained in Camp and Cal [157]. The porous disc has a thrust 

coefficient of 0.64 and an induction coefficient of 0.2. It was previously used as a 

part of a round-robin test campaign conducted by several different institutions [230].  

This porous disc when compared with a full-scale wind turbine (assuming a wind 

turbine of 100-meter diameter) reveals that the wind turbine is scaled down about 

830 times from a real-life length scale [115]. Cal et al. [115] claim that this ratio is 

approximately similar to the ratio of Reynolds numbers since the characteristic 

velocities in the wind tunnel and the fluid viscosity will be similar to those in field 

conditions. However, dynamic similarity will not be achieved when representing the 

detailed wind turbine and related interactions. Therefore, the focus will be on mean 

wake flow field, where Reynolds number effects are minimal. 

The properties of the porous disc are given in Table 4.1 and its geometry is shown in 

Figure 4.4. The amount of blockage in the test section that is caused by the porous 

disc and the support is 1.15 %. 

Table 4.1 Porous disc properties 

Material Plywood 

Porosity Non-uniform 

Disc thickness 3.2 mm 

Disc diameter 120 mm 

Mast diameter 10 mm 

Mast properties Smooth shaft 

Hub diameter 10.8 mm 

Hub height Not fixed 

Blockage  1.15 % 
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(a) (b) 

Figure 4.4 (a) Schematic of the porous disc, 120 mm diameter and non-uniform 

porosity [230], (b) a picture of the porous disc used in the current experiments 

attached to the support 

4.3 Boundary Layer Generation and Disc Inflow Conditions 

A boundary layer velocity profile with a power law coefficient of 0.15 is obtained 

by placing three 0.67 𝑚 high spires at the inlet of the test section. The spire 

geometries are designed by using the methodologies described by Irwin [182]. The 

generated boundary layer is representative of an onshore atmospheric boundary layer 

for a typical country side with flat terrain as indicated in Wind Energy Handbook by 

Burton et al. [167]. The porous disc is positioned 6 𝑚 downstream of the inlet of the 

test section. A general sketch of the setup and relevant coordinate systems are 

presented in Figure 4.5. The (𝑥’, 𝑦’, 𝑧’) coordinate system is the local coordinate 

system that is fixed to the porous disc center and it is used as the reference for wake 

measurements while referring to different positions of the disc in the boundary layer. 

The (𝑥, 𝑦, 𝑧) coordinate system is fixed at the bottom wall of the test section and it 

is used as the reference for the disc position in the test section. 
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Figure 4.5 Schematic layout of the wind tunnel test section and porous disc 

measurement setup 

Boundary layer measurements are performed for a disc Reynolds number of 102,000 

based on the free-stream wind speed outside the boundary layer and the disc 

diameter. In order to obtain the inflow conditions, hot-wire anemometry 

measurements are conducted at two streamwise positions in the test section: the first 

one is about 1 𝑚 upstream of the disc at (𝑥/𝐷 = −8.5) with the disc present in the 

test section, and the second one at the disc position (𝑥/𝐷 = 0) without the disc. The 

boundary layer flow is measured by traversing a single sensor hotwire from bottom 

wall of the test section towards the top wall spanning a distance of 0.8 𝑚 (𝑧/𝐷 =

6.6). Data are collected at a sampling rate of 10 𝑘𝐻𝑧 for 30 𝑠𝑒𝑐𝑜𝑛𝑑𝑠 for these 

measurements. 

Figure 4.6 shows the variation of the mean streamwise velocity normalized with the 

free stream velocity (𝑈∞) and the streamwise turbulence intensity profiles for the 

generated boundary layer at both locations, together with a power law curve fit to the 

measured velocity profile with a power exponent of 0.15, which confirms that the 

desired velocity profile is obtained. The difference in velocity profiles between the 

two cases are marginal only with some minor differences in turbulence intensity 

below 𝑧/𝐷 = 2. The boundary layer thickness for both cases is estimated to be about 

63 𝑐𝑚 from the bottom wall through analysis of the velocity gradient profile in the 

wall normal direction after applying a running-average filter to the velocity profile 

with a window size of 7 data points. Based on this boundary layer thickness, other 

boundary layer parameters such as the displacement thickness, the momentum 

thickness and the shape factor are calculated also for both cases and the results are 
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listed in Table 4.2. The results reveal that the boundary layer profiles are identical, 

and the presence of the disc has minimal effect on the upstream boundary layer. It 

can be deduced that the boundary layer has reached a fully developed state since the 

velocity profiles at 𝑥 𝐷⁄ = −8.5 and at 𝑥 𝐷⁄ = 0 are basically identical, and there 

are only minor variations in turbulent kinetic energy levels around 𝑧/𝛿 = 0.32. In 

addition, the velocity and turbulence intensity profiles are representative of a neutral 

atmospheric boundary layer where thermal effects are not present as indicated in 

Wallace and Hobbs [231]. Therefore, this boundary layer profile is used as the inflow 

condition for the disc wake measurements. 

    

(a) (b) 

Figure 4.6 Vertical profiles of: (a) normalized mean streamwise velocity, and (b) 

streamwise turbulence intensity. Dashed red lines mark the disc positions used 

during wake measurements 

Table 4.2 Boundary layer properties at the streamwise positions of (𝑥/𝐷 = −8.5) and 

(𝑥/𝐷 = 0) 

Boundary layer properties 𝛼 𝛿 (𝑚) 𝛿∗ (𝑚) 𝜃 (𝑚) (𝛿∗ 𝜃⁄ ) 

Upstream of disc position (𝑥/𝐷 =

−8.5) 
0.15 0.63 0.054 0.045 1.20 

Disc position (𝑥/𝐷 = 0) 0.15 0.63 0.053 0.044 1.19 
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The boundary layer modeled inside the wind tunnel when compared to the real 

atmospheric boundary layer (the ABL thickness for flat terrains with 0.15 power-law 

exponent is expected to be around 274 m [169]), reveals that the ABL is scaled down 

by 435 times from real-life scale. The ratio of disc diameter to boundary layer 

thickness is about 0.2, however, the ratio of real wind turbine diameter to real ABL 

thickness is about 0.36. This reveals that the wind tunnel conditions are not scaled 

entirely when considering these ratios. Another criterion can be considered is the 

ratio between the hub height of the wind turbine to the boundary layer thickness, 

which it corresponds to 0.36 (assuming 100 m hub height) in full scale. In the wind 

tunnel measurements of the present study, the disc hub height is varied from 0.2 m 

to 0.74 m, resulting in a ratio between 0.32-1.17, this reveals that a real wind turbine 

can be scaled down without discrepancy in Reynolds number similarity.  

4.4 Measurements Details  

Based on the results of the inflow boundary layer profile shown in Figure 4.6, four 

positions are selected for the disc center (hub) placement to be used in wake 

measurements, i.e. 𝑧 𝛿⁄ = 1.17, 0.71, 0.56 𝑎𝑛𝑑 0.32 as marked with red dashed 

lines in Figure 4.6. The corresponding 𝑧/𝐷 positions are also displayed on the figure. 

These positions are specifically selected to allow for assessing the effects of different 

inflow conditions on the porous disc wake. For the uniform inlet flow condition, the 

disc is positioned outside the boundary layer at 𝑧/𝛿 = 1.17 where the velocity and 

turbulence intensity gradients are minimal. On other selected locations, for example 

at 𝑧/𝛿 = 0.71 and 𝑧/𝛿 = 0.56, while there is an inflow velocity gradient for both 

cases that is significantly different from each other, the turbulence intensity gradient 

is similar. Comparing the cases for 𝑧/𝛿 = 0.56 and 𝑧/𝛿 = 0.32, these cases have 

similar velocity gradients across the disc while having significantly different 

turbulence intensity gradient in the inflow.  The relevant conditions for the selected 

cases are listed in Table 4.3.  
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Table 4.3 Inflow conditions for porous disc wake measurements 

𝑧/𝐷 6.17 3.75 2.92 1.67 

𝑧/𝛿 1.17 0.71 0.56 0.32 

𝑅𝑒𝐷 1.02 x 105 9.65 x 104 9.22 x 104 8.26 x 104 

𝑈ℎ𝑢𝑏 (𝑚 𝑠⁄ ) 14.9 14.21 13.47 11.48 

𝑈ℎ𝑢𝑏 𝑈∞⁄  1.0 0.97 0.92 0.83 

𝐼ℎ𝑢𝑏 (%) 0.6 3.2 5.5 8.0 

velocity variation 

across the disk-top to 

bottom (𝑚/𝑠) 

0.03 0.55 0.93 0.94 

velocity gradient (𝑠−1) 0.25 4.57 7.76 7.82 

TI variation across the 

disk-top to bottom (%) 
0.15 2.54 3.0 0.68 

TI gradient (𝑚−1) 0.01 0.21 0.25 0.06 

 

As the disc is moved towards lower levels of the boundary layer, the freestream 

velocity at the 𝑧/𝛿 location corresponding to the center of the disc (hub velocity) 

starts to get reduced and the disc effectively starts operating at lower average 

Reynolds numbers. When the disc is at the topmost position outside the boundary 

layer, i.e., at 𝑧/𝛿 = 1.17, the Reynolds number is about 102,586. In the bottom most 

position, i.e., at 𝑧/𝛿 = 0.32, the Reynolds number goes down to 82,560, based on 

the hub velocity and the disc diameter. Nevertheless, a strong Reynolds number 

dependency is not expected in this Reynolds number range. Based on the wake 

measurements of a small wind turbine that is of similar diameter as the disc 

considered in the present study, Chamorro et al. [232] indicated that main flow 

statistics such as mean velocity and turbulence intensity become independent of 

Reynolds number starting from approximately 𝑅𝑒 = 93,000. One can also observe 

from their results that there exists some relatively weak dependency from 𝑅𝑒 =

50,000 to 𝑅𝑒 = 90,000. To check the general Reynolds number dependency of the 

porous disc used in the current study, we have conducted thrust coefficient 
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measurements in a Reynolds number range from 50,000 to 120,000. The variation of 

the measured thrust coefficient with Reynolds number is presented in Figure 4.7. As 

is evident, the variation in thrust coefficient is marginal. 

 

Figure 4.7 Thrust coefficient variation with Reynolds number for the porous disc 

In addition to the fact that the Reynolds number gets reduced, the disc gets subjected 

to different levels of velocity and turbulence intensity gradients across its diameter 

as well as to progressively increasing levels of higher inflow turbulence intensity, as 

mentioned previously (see Table 4.3). In order to better focus mainly on the effects 

of the inflow gradients and turbulence intensity levels, the measured wake flow field 

distributions (as presented in the Results section of Chapter 5) are normalized by the 

corresponding hub velocity values at each 𝑧/𝛿 location. The hub velocity to the free-

stream velocity ratios are also listed in Table 4.3.  

4.5 Particle Image Velocimetry 

2D2C PIV measurements are carried out in the wake of the porous disc. Figure 4.8 

shows the layout of the PIV measurement setup. The PIV system is composed of a 

Phantom v641 high speed camera with a Nikon-Nikkor 60 𝑚𝑚 lens, a New Solo 

PIV Nd:YAG laser, a Dantec Dynamics timer box and Dynamic Studio data 

acquisition and analysis software. The laser and the camera as well as the optics are 

all attached on a three-axis traverse mechanism to allow easier measurement while 
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moving downstream of the disc. The light beam is emitted from the laser head along 

the lateral direction and directed upwards along the vertical direction using a mirror, 

then passes through a spherical and a cylindrical lens to be converted into a 2 𝑚𝑚 

thick laser sheet. The illuminated plane is at the center of the test section, i.e., 𝑥’𝑧’ −

𝑝𝑙𝑎𝑛𝑒 (𝑦’ = 0), as shown in Figure 4.8. The main objective in this study, as stated 

previously, is to focus on the effects of the inflow boundary layer on the wake 

development characteristics of an isolated disc with non-uniform porosity. For this 

reason, the disc support is not included in the flow field and the disc is supported 

from the sidewall of the wind tunnel. 

The flow is seeded with fog of droplets with a mean diameter of 1 𝜇𝑚. Double-frame 

particle images are preprocessed using a low-pass filter technique in order to enhance 

the image quality and remove any background noise. Then, using a two-step 

adaptive-correlation analysis with the final interrogation window size of 32 ×

32 𝑝𝑖𝑥𝑒𝑙𝑠2 and 50 % overlap, a vector spacing of 2.0 𝑚𝑚 is obtained in the resulting 

vector maps. Time between the two laser pulses is defined as 80 𝜇𝑠. Figure 4.8 shows 

the experimental setup and Table 4.4 displays the experimental parameters used in 

the PIV measurements. 

 

Figure 4.8 PIV measurement setup for porous disc wake measurements 

The wake measurements are performed between  0.8 ≤ 𝑥’/𝐷 ≤ 7.5 downstream of 

the porous disc by combining multiple PIV measurement windows as shown in 

Porous disc 

Laser sheet 

Spires  

Laser head 

Traverse 
Camera Optics 

𝑧’ 

𝑦’ 

𝑥’ 
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Figure 4.9. The solid blue rectangle shown in Figure 4.9 represents the porous disc 

with exaggerated thickness for clarity. The locations of the fields of view are 

represented in Figure 4.9, where each rectangular window represents an FOV in the 

𝑥’ − 𝑧’ 𝑝𝑙𝑎𝑛𝑒. The grey shaded area between the windows shows the overlap region 

between two adjacent FOVs, which is 0.33𝐷 for the first 4-windows that corresponds 

to around 20 vectors and 0.64𝐷 for the 5𝑡ℎ window which corresponds to around 35 

vectors. The larger overlap region in the last window is due to the limitation of the 

traverse system. The size of each field of view is 199 × 321 𝑚𝑚2 (1.66𝐷 × 2.67𝐷) 

along the streamwise and vertical directions, respectively. The coordinate system is 

taken with respect to the disc hub center as shown in Figure 4.5 previously. 

 

Figure 4.9 PIV measurement domain showing the windows with the overlap region 

and the field of view dimensions. The porous disc is marked as a solid blue 

rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

Table 4.4 2D2C-PIV experimental parameters 

Seeding 

Type Fog 

Nominal diameter ≈ 1𝜇𝑚 

Seeding generator Safex Fog generator 

Laser Sheet 

Laser type Nd:YAG 

Manufacturer New Wave Research 

Model Solo 120XT 

Maximum Energy 120 𝑚𝐽/𝑝𝑢𝑙𝑠𝑒 
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Wavelength 532 𝑛𝑚 

Thickness ≈ 2 𝑚𝑚 

Optics 

Mirrors Dielectric Mirror, 532 𝑛𝑚 

Spherical Lens Plano-convex, 750𝑚𝑚 𝐹𝐿 

Cylindrical Lens Plano-concave,−12.4 𝑚𝑚 𝐹𝐿 

Camera 

Sensor type CMOS 

Sensor resolution 2560 × 1600 𝑝𝑖𝑥𝑒𝑙2 

Sensor size 25.6 × 16.0 𝑚𝑚2 

Pixel pitch (size) 10 𝜇𝑚 

Depth 12 𝑏𝑖𝑡 

Max repetition rate 
1400 fps @ Full resolution 

2500 fps @ 1920 × 1080 

Internal memory buffer 16 𝐺𝐵 

Camera Lens 

Manufacturer Nikon 

Focal length 60 𝑚𝑚 

f# (aperture) 2.8 

Imaging 

Image Magnification 0.08 

Field of View (FOV) 199 × 320.83 𝑚𝑚2 

Camera-object distance 600 𝑚𝑚 

Time between pulses 

(∆t) 
80 𝜇𝑠 

Recording rate 10 𝐻𝑧 

PIV analysis 

Pre-processing Background intensity removal 

Correlation method Adaptive-correlation 

Interrogation area (IA) 128 × 128 𝑡𝑜 32 × 32 𝑝𝑖𝑥𝑒𝑙2 

Overlap between IAs 50 % overlap 

Post-processing 
Universal outlier detection 

With a 3 × 3 kernel size 

Vector Spacing ≈ 2.0 𝑚𝑚 
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4.6 Uncertainty Analysis 

In the statistical analysis of the flow fields obtained with PIV, the convergence error 

influences the calculation of the flow field variables. It results from the calculation 

of statistical properties from a finite number of samples. In this study, 𝑁 = 1000 

statistically independent vector fields are taken in order to calculate the first and the 

second order moments of the flow. Under the assumptions that these samples follow 

a normal distribution and they are uncorrelated, the statistical uncertainty estimates 

of the mean flow, Reynolds stresses and turbulent kinetic energy are calculated with 

95 % confidence level [233, 234]. The uncertainty estimates are then averaged over 

the complete flow field and the mean values are given in Table 4.5 for each case. 

Table 4.5 The normalized mean statistical uncertainty estimates for the mean flow, 

Reynolds stresses and turbulent kinetic energy 

Uncertainties z δ⁄ = 1.17 z δ⁄ = 0.71 z δ⁄ = 0.56 z δ⁄ = 0.32 

(∆U Uhub⁄ )mean

× 100 [−] 
0.53 0.60 0.65 0.74 

(∆W Uhub⁄ )mean

× 100 [−] 
0.48 0.53 0.55 0.59 

(∆u′2̅̅ ̅̅ ̅ Uhub
2⁄ )

mean

× 100 [−] 
0.08 0.10 0.11 0.14 

(∆w′2̅̅ ̅̅ ̅ Uhub
2⁄ )

mean

× 100 [−] 
0.07 0.08 0.08 0.09 

(∆u′w′̅̅ ̅̅ ̅̅ ̅ Uhub
2⁄ )

mean

× 100 [−] 
0.05 0.07 0.07 0.08 

(∆k Uhub
2⁄ )

mean

× 100 [−] 
0.05 0.06 0.07 0.08 
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The above tabulated uncertainty values are essentially estimations of random errors 

due to statistical convergence under the assumption that the systematic errors in the 

PIV measurements, such as errors due to peak locking, calibration, particle time 

response, optical distortions, aberrations and hardware synchronization [235], are 

removed by correction or are negligible. On the other hand, in order to provide a 

rough uncertainty estimate for the PIV measurements, the so-called universal 

uncertainty constant of 0.1 𝑝𝑖𝑥𝑒𝑙 [235] is considered, which yields an uncertainty 

value of 0.16 𝑚/𝑠 corresponding to the maximum value of ∆U,W Uhub⁄ = 0.014 for 

the 𝑧 ⁄ 𝛿 = 1.17 case.  

It should be noted that the statistical uncertainty estimates for the second order 

moments of the flow are normalized with 𝑈ℎ𝑢𝑏
2  since they are presented and analyzed 

in the same normalized form as shown in Chapter 5. For instance, the maximum 

values of 𝑘 𝑈ℎ𝑢𝑏
2⁄  and 𝑢′𝑤′̅̅ ̅̅ ̅̅ 𝑈ℎ𝑢𝑏

2⁄  are roughly around 0.03 and 0.02, respectively (see 

Figure 5.4). Then, the reported uncertainty estimates correspond to 2.5 % - 3.5 % in 

average when compared to the maximum values of turbulent kinetic energy and 

Reynolds shear stress observed in the flow fields. In this respect, the reported 

uncertainty values for the second order moments of the flow should not be directly 

compared with those for the mean flow but should be interpreted in conjunction with 

their actual values in the flow fields. 
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CHAPTER 5 

5 EFFECTS OF INFLOW WIND SHEAR AND TURBULENCE ON THE 

WAKE CHARACTERISTICS OF A RADIALLY NON-UNIFORM 

POROUS DISC 

This chapter presents the results of an experimental investigation focusing on the 

effects of inflow boundary layer on the wake characteristics of a 0.12 m diameter 

porous disc with radially non-uniform porosity in terms of mean flow, turbulence 

and wake scaling. Two-dimensional two-component particle image velocimetry 

measurements within the wake are performed up to 7.5 diameters downstream as the 

disc is lowered deeper into a boundary layer that is representative of a neutral 

atmospheric boundary layer over a flat terrain. Results show that otherwise 

symmetrical wake velocity profiles that exist outside the boundary layer get skewed 

and sheared around the disc centerline in the boundary layer due to the inflow wind 

shear. The turbulent kinetic energy, its production and Reynolds shear stress levels 

in the wake get asymmetrical around the centerline of the disc such that the 

production of turbulent kinetic energy is observed to be higher above centerline. Due 

to the inflow shear, the wake centerline gets shifted downwards (i.e., towards the 

wind tunnel wall), which is in contrast to the observations on real wind turbine wakes 

in the literature where the wake actually lifts up. The asymmetrical and skewed 

velocity profiles both in the streamwise and cross-stream directions can be collapsed 

onto a single function by using proper wake scaling parameters based on the ratio of 

local strain to average strain within the velocity profile calculated separately for 

either side of the wake. Proper orthogonal decomposition on the wake velocity field 

shows coherent structures that are affected as the disc is immersed in the boundary 

layer as well as the main flow could be represented by the first few modes. 
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5.1 Effects on Mean Wake Flow Field 

Figure 5.1 presents contours of normalized x-component of velocity (𝑈) and 

normalized out-of-plane vorticity at different 𝑧/𝛿 locations covering a streamwise 

extent up to 7.5 𝐷 downstream of the disc. Here, 𝑥’ and 𝑧’ are local coordinates 

traveling with the disc, as defined previously in Figure 4.5. Starting with our baseline 

case, i.e., at 𝑧/𝛿 = 1.17 outside the boundary layer (Figure 5.1-1st row), fairly 

symmetric velocity and vorticity distributions around the centerline (the dashed 

black line marks the geometric center of the disc) are observed as expected. 

Symmetrical wake diffusion and the decay of the wake velocity deficit in the 

streamwise direction are also evident.  

As moving towards lower 𝑧/𝛿  positions within the boundary layer (i.e., following 

the contours from top to bottom), one can observe two main effects on the disc wake. 

First, the decay of the wake velocity deficit occurs much faster. For example, from 

the contour plots at 𝑥’/𝐷 = 4, wake velocity deficit at 𝑧/𝛿 = 1.17 (outside the 

boundary layer) is about 53 % higher than that at 𝑧/𝛿 = 0.32 (lowest position in the 

boundary layer, see Table 4.3). The wake velocity deficit progressively gets reduced 

at every 𝑥’/𝐷 as one moves deeper inside the boundary layer (more quantitative 

results will be shown later in the text). This effect is most probably due to increasing 

inflow turbulence intensity levels within the boundary layer at different hub heights 

causing increased mixing in the wake downstream of the disc. For instance, referring 

to Figure 4.6 (Chapter 4), the hub height turbulence intensity at 𝑧/𝛿 = 1.17 is 

about 0.6 %, whereas the one at 𝑧/𝛿 = 0.32 is about 8 %.  

The second effect is that the wake centerline starts to deviate from the disc centerline, 

skewing down towards lower 𝑧’/𝐷 values, especially after 𝑥’/𝐷 > 4. The wake 

centerline shifting is represented by the solid grey line superimposed on the mean 

velocity contour plots in Figure 5.1-left. This skew becomes more evident as the 

mean velocity gradient becomes more pronounced at the inflow, for example at 

𝑧/𝛿 = 0.56 and 0.32 (3rd and 4th rows in Figure 5.1, see Table 4.3). This is mainly 

due to the fact that the upper half of the wake (𝑧’/𝐷 > 0) convects faster compared 
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to the lower half due to the inflow velocity gradient in the boundary layer, skewing 

the wake more towards below the centerline of the disc. The wake centerline 

presented in Figure 5.1-left was estimated by finding the minimum velocity at each 

streamwise location obtained from the PIV results. Due to variability of the 

measurement points, a polynomial curve fit to the points was applied showing the 

downward shifting of the wake centerline. 

One should note that for wind turbines operating under inflow shear due to 

atmospheric boundary layer, opposite type of wake behavior was observed in 

general, i.e., the wake shifting upwards -not downwards- due to complex wake 

vorticity field and related interactions thereof. The lifting up of the wake of a wind 

turbine operating within ABL is mainly due to tip vortices getting closer to each 

other in the lower part of the wake due to lower convection velocities, which results 

in lifting up of the wake due to mutual interaction of these vortices. This phenomenon 

was first observed and explained by Sezer-Uzol and Uzol [236] and in more detail 

again by Sezer-Uzol and Uzol [237], confirmed through purely analytical models 

using vortex rings by Micallef et al. [238], drone based and LIDAR field 

measurements by Kocer et al. [239] and Zendehbad et al. [240], respectively. 

Although porous discs are commonly used in representing wind turbine wakes in 

wind tunnel studies, the wake response of porous discs to inflow shear is different 

compared to an actual wind turbine operating within ABL such that the wake 

centerline actually gets deflected downwards instead of upwards. This is because of 

the lack of tip vortex related dynamics downstream of a porous disc.  

Non-dimensionalized vorticity distributions show that moving deeper in the 

boundary layer, the wake vorticity magnitudes get reduced due to higher inflow 

turbulence levels, and an asymmetry also starts to appear between the upper and 

lower halves of the disc wake due to the inflow wind shear. Reduction in vorticity 

magnitudes due to inflow boundary layer effects are also observed in previous 

studies such as Zhang et al. [120]. 
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Figure 5.1 Mean streamwise velocity normalized with the velocity at hub height (left) 

and Normalized mean out-of-plane vorticity (right) at different disc positions. 1st 

row: z/δ = 1.17, 2nd row: z/δ = 0.71, 3rd row: z/δ = 0.56, 4th row: z/δ = 0.32. 

Porous disc is marked as a solid blue rectangle and is located between: −0.5 ≤

𝑧′/𝐷 ≤ 0.5. The dashed black line passes through the center of the disc 𝑧′/𝐷 = 0. 

The solid grey line represents the wake centerline 
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Figure 5.2 shows the streamwise velocity distributions normalized by the hub 

velocity (𝑈/𝑈ℎ𝑢𝑏) for all 𝑧 𝛿⁄  locations along the streamwise direction from 𝑥′ 𝐷⁄ =

3 to 𝑥′ 𝐷⁄ = 7 downstream of the disc. As one could observe, the impact of the 

inflow velocity gradients on the wake profiles within the boundary layer is clearly 

evident. The wake shapes on this plane get strained and become asymmetric as 

expected due to the non-uniform inflow compared to the case outside the boundary 

layer, i.e. at z/δ = 1.17. In addition, as moving towards lower positions within the 

boundary layer the wake velocity profiles become more skewed due to higher 

velocity gradients, and the wake recovery is faster as the disc is subjected to higher 

turbulence intensity levels. The skewed wake shapes persist all the way downstream 

and they can still be depicted for example at  𝑥’/𝐷 = 7.  
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 5.2 Normalized streamwise velocity distributions for all 𝑧/𝛿 locations along 

the streamwise direction from (a-e): 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of the disc. 

Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

 



 

 

121 

For these types of wake profiles that are subjected to basically non-uniform straining 

across the wake, it is generally difficult to depict a “freestream” condition to be used 

in the calculation of the wake velocity defect. At 𝑧/𝛿 = 1.17 (outside the boundary 

layer), the free stream condition is at 𝑈/𝑈ℎ𝑢𝑏 = 1, as seen in Figure 5.2. At z/δ =

0.32, on the other hand, there is a very skewed profile with different velocity levels 

outside the wake on either side of the wake. For this reason, in order to compare the 

wake velocity defect decay characteristics in a proper way,  (1 − 𝑈𝑚𝑖𝑛/𝑈ℎ𝑢𝑏) 

variation in streamwise direction is presented in Figure 5.3, keeping in mind that 

𝑈ℎ𝑢𝑏 is different for each case. It can be seen that in the regions for 𝑥’/𝐷 < 2 and 

for 𝑥’/𝐷 > 3, the velocity defect is always smaller (i.e., the minimum velocity is 

always higher) when the disc is inside the boundary layer. For example, at 𝑥’/𝐷 = 4 

and at 𝑥’/𝐷 = 7, the wake velocity deficit at 𝑧/𝛿 = 1.17 (outside the boundary 

layer) is about 53 % and 70 % higher, respectively, than those at 𝑧/𝛿 = 0.32, 

indicating an enhanced level of mixing due to relatively high inflow turbulence levels 

when the disc is positioned within the boundary layer.  

 

Figure 5.3 Velocity defect (1-Umin / Uhub) along the streamwise distance for the 

selected disc positions 

5.2 Effects on Wake Turbulence 

Figure 5.4 shows the turbulent kinetic energy and Reynolds shear stress distributions 

normalized by the square of the respective hub velocities in the wake of the porous 
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disc for four different 𝑧/𝛿 positions. As one gets lower into the boundary layer, the 

asymmetry in turbulent kinetic energy distributions in cross-stream directions 

increases. Especially in the region 1.5 < 𝑥’/𝐷 < 5, the upper half of the wake has 

significantly higher values compared to the lower part of the wake. This type of 

asymmetry was also observed in previous studies for the same porous disc [157]. 

The elevated turbulent kinetic energy region at the upper half also gets convected 

faster due to the inflow velocity gradient and results in an extended high turbulent 

kinetic energy region in the entire upper half of the wake compared to the lower part. 

This results in an upwards skew of the turbulent wake region away from the disc 

centerline, as can be seen by following the progressive contour plots from top to 

bottom in Figure 5.4. It is interesting to note that while the turbulence field is skewed 

upwards, the wake momentum field is slightly skewed downwards as previously 

shown in Figure 5.1.  

The Reynolds shear stress contours show typical negative-positive type of 

distribution within the wake. The upper half is mostly negative as expected and the 

bottom half is positive. As the disc gets deeper into the boundary layer, the 

magnitude of the shear stress especially in the upper half of the wake gets larger 

creating an asymmetry in the shear stress distributions as well. The region between 

1.5 < 𝑥’/𝐷 < 3.5 has considerably higher shear stress level in magnitude at the 

upper half of the wake compared to the lower half. For example, at 𝑥’/𝐷 = 2 the 

levels are 30 − 50 % higher in the upper half than those at the lower half. The shear 

stress distributions also show that the wake is in fact much wider and diffused more 

far downstream of the disc. For example, at 𝑥’/𝐷 = 7 and using the data on the 

contour boundaries the turbulent wake is calculated as about 37 % larger at 𝑧/𝛿 =

0.32 compared to the wake at 𝑧/𝛿 = 1.17. The upwards shift of the wake is also 

visible in the shear stress plots. 
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Figure 5.4 Mean turbulent kinetic energy normalized with the velocity at hub height (left), 

and mean Reynolds shear stress normalized with the velocity at hub height (right) at 

different disc positions. 1st row: 𝑧/𝛿 = 1.17, 2nd row: 𝑧/𝛿 = 0.71, 3rd row: 𝑧/𝛿 = 0.56, 

4th row: 𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue rectangle and is located 

between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5. The dashed black line passes through the center of the disc 

𝑧′/𝐷 = 0 
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In order to better understand the asymmetry in the turbulent kinetic energy 

distributions, Figure 5.5 shows the distributions of the 𝑃12 component of the 

production of turbulent kinetic energy normalized by the diameter and the hub 

velocity. Using the 2D2C PIV data one can only calculate 4 terms out of the 6 terms 

of the production tensor and P12 is the dominant term among the four measured terms 

(𝑃12 = −𝑢′𝑤′̅̅ ̅̅ ̅̅ (𝑑𝑈 𝑑𝑧⁄ )). Outside the boundary layer at 𝑧/𝛿 = 1.17, the main 

production zone is around ±0.3 < 𝑧’/𝐷 < ±0.4 along the centerline of the disc up 

to 𝑥’/𝐷 = 1.4 in the very near wake. This is followed by a production zone 

associated with the shear layers in the near wake more towards the tip of the disc 

around 𝑧’/𝐷 = ±0.5, covering a region about 1.5 < 𝑥’/𝐷 < 3. The production then 

gradually gets reduced, which results in the gradual decay of turbulent kinetic energy 

after about 𝑥’/𝐷 = 3 as evident in Figure 5.4. Consistent with the turbulent kinetic 

energy distributions, 𝑃12 distributions become significantly asymmetric as one goes 

deeper inside the boundary layer. The production of turbulent kinetic energy gets 

much higher in the upper part of the wake compared to the lower part, which is in 

agreement with the increased levels of vorticity (Figure 5.1 - right) and Reynolds 

shear stress (Figure 5.4 - right) suggesting increased level of mean shear in the upper 

part of the wake. This mainly occurs in the near wake region but the strong 

asymmetry that is created extends well into the far wake beyond 𝑥’/𝐷 = 3. The 

increased velocity gradient on the upper half of the wake due to the skewed wake 

velocity profile shown in Figure 5.2 combined with the increased Reynolds stress 

levels in that region generates an increased production of turbulent kinetic energy at 

the upper half and contributes to the asymmetry of the wake. 
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(a) (b) 

   

(c) (d) 

Figure 5.5 Production of turbulent kinetic energy (P12) normalized with hub velocity and 

disc diameter at different disc positions. (a) 𝑧/𝛿 = 1.17, (b) 𝑧/𝛿 = 0.71, (c) 𝑧/𝛿 =

0.56, (d) 𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue rectangle and is located 

between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5. The dashed black line passes through the center of the 

disc 𝑧′/𝐷 = 0 

Figure 5.6 presents extracted turbulent kinetic energy profiles for all z/δ locations 

along the streamwise direction from 𝑥’/𝐷 = 3 and 𝑥’/𝐷 = 7 downstream of the disc. 

Outside the boundary layer at z/δ = 1.17, fairly typical symmetrical double peak 

distribution can be seen at 𝑧′ 𝐷 = ±0.5⁄ . The peak at the upper half progressively 

increases within the boundary layer and it is about 56 % higher at 𝑧/𝛿 = 0.32 than 

that at 𝑧/𝛿 = 1.17. The peak also slightly shifts downwards. The lower peak also 

increases but the peak level at 𝑧/𝛿 = 0.32 is only about 20 % higher than the peak 

at 𝑧/𝛿 = 1.17 especially at 𝑥’/𝐷 = 3 and 𝑥’/𝐷 = 4 respectively. Further 

downstream at 𝑥’/𝐷 ≥ 5, the lower peak is almost indistinguishable and mixed out. 

The upper peak is still there and at 𝑥’/𝐷 = 7 the peak at z/δ = 0.32 is still about 50 

% higher than that at z/δ = 1.17. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 5.6 Normalized turbulent kinetic energy distributions for all 𝑧/𝛿 locations 

along the streamwise direction from (a-e): 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of 

the disc. Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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In order to understand turbulent kinetic energy decay characteristics, 𝑘/𝑈ℎ𝑢𝑏
2  

distributions are presented in Figure 5.7 along two horizontal lines at 𝑧′/𝐷 = ±0.5, 

showing the decay within the upper and lower halves of the wake in Figures 5.7a and 

b, respectively. In all cases, there is a production zone in which the turbulent kinetic 

energy keeps increasing up to a certain streamwise distance, typical of turbulent 

wakes. The streamwise location of the peak varies with the position of the disc in the 

boundary layer. In the upper half, the peak location moves upstream from around 

𝑥’/𝐷 = 2.6 at  𝑧/𝛿 = 1.17 to 𝑥′/𝐷 = 1.9 at 𝑧/𝛿 = 0.32. In the lower half, all the 

peak locations within the boundary layer occur around 𝑥′/𝐷 = 2, whereas outside 

the boundary layer at 𝑧/𝛿 = 1.17, it is again around 2.6 similar to the upper half of 

the wake. After the peak location is reached, the turbulent kinetic energy starts to 

decay. Power law curve fits (𝑘 𝑈ℎ𝑢𝑏
2⁄ = 𝑎 × (𝑥′ 𝐷⁄ )𝑏)  are made to the decay regions 

to investigate and compare the decay characteristics. It is known for homogeneous 

isotropic turbulence that the turbulent kinetic energy decay follows a power law with 

a power exponent in the range from -1.4 to 1 [241, 242]. The curve fit coefficients 

are listed separately for the upper and the lower halves of the wake in Table 5.1 for 

different disc positions within the boundary layer. As can be seen from Table 5.1, 

the decay exponent b does not vary in a wide range but mainly is limited within 

approximately −0.8 > 𝑏 > −1, showing more variation in general in the upper half 

of the wake compared to the lower half, as also is evident from the plots in Figure 

5.7.   

Table 5.1 Power law fits for the decay of normalized turbulent kinetic energy of the 

upper and lower halves of the wake 

Disc positions 
Upper half Lower half 

𝑎 𝑏 𝑅2 𝑎 𝑏 𝑅2 

𝑧/𝛿 = 1.17 0.049 -0.793 0.951 0.058 -0.930 0.952 

𝑧/𝛿 = 0.71 0.079 -0.980 0.977 0.052 -0.877 0.973 

𝑧/𝛿 = 0.56 0.074 -0.905 0.975 0.056 -0.933 0.972 

𝑧/𝛿 = 0.32 0.080 -0.869 0.989 0.069 -1.048 0.979 
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(a) (b) 

Figure 5.7 Decay of normalized turbulent kinetic energy. (a) wake upper half, and (b) 

wake lower half along the streamwise distance for the selected disc positions. Solid 

black lines represent the power law fits (note that the legends are the same for both 

plots) 

5.3 Wake Scaling Under the Effect of Inflow Shear 

For typical turbulent symmetric wakes that are subjected to uniform external 

straining fields, standard wake scaling parameters are the velocity defect and the 

wake half-width [256]. However, the disc wake velocity profiles observed here (refer 

to Figure 5.2) are far from being symmetrical due to non-uniform external straining 

that the wake is subjected to because of the inflow velocity gradients created by the 

existence of the inflow boundary layer. In such asymmetric wakes, each side of the 

wake (i.e., the upper and the lower halves) have their own scales in general [257]. 

For these types of wake flows Chow et al. [258] proposed a new scaling methodology 

based on a parameter called 𝛽 (Equation 5.4), which is the ratio of local shear strain 

(𝑆𝐿) to average shear strain (𝑆𝐴) within the wake as shown in equations 5.2 and 5.3 

respectively.  

As shown in previous studies [257-260], by looking at the local parameters that 

define the velocity profile in the form shown in Equation 5.1: 

𝑈𝑒(𝑥′) − 𝑈(𝑥′, 𝑧′)

𝑈𝑒(𝑥′) − 𝑈0(𝑥′)
= 𝑓(𝜂) , 𝜂 =

𝑧′

𝛿(𝑥′)
 [5.1] 



 

 

129 

Where, 𝑥′ is aligned with the center of the wake (i.e. downstream of the disc),  𝑧′ is 

the relative distance from the wake center, 𝑈 is the mean velocity in the 𝑥′ direction, 

𝑈0 is the wake center velocity, 𝑈𝑒 is the external flow velocity, and 𝛿 is the wake 

half-width, i.e. 𝑈𝑒 − 𝑈 = 0.5(𝑈𝑒 − 𝑈0) at 𝑧′ = 𝛿 as shown in Figure 5.8. Figure 5.8 

shows a schematic sketch of the wake scaling methodology and the definitions of the 

parameters involved.  

 

Figure 5.8 Wake scaling schematic and nomenclature 

However, a unique 𝑈𝑒 is difficult to define due to external non-uniformities, and 

therefore we cannot plot the data using the traditional scaling technique. Hence, 

instead, we define the width of the wake based on the distribution of strain [258].  

The local shear strain, 𝑆𝐿, and the average shear strain, 𝑆𝐴, are defined as follows: 

𝑆𝐿 =
𝜕𝑈(𝑥′, 𝑧′)

𝜕𝑧′
= −

𝑈𝑒 − 𝑈0

𝛿
𝑓′(𝜂) [5.2] 

 

𝑆𝐴 =
𝑈(𝑥′, 𝑧′) − 𝑈0(𝑥′)

𝑧′
=

𝑈𝑒 − 𝑈0

𝑧′
[1 − 𝑓(𝜂)] , [5.3] 

where, 𝑓′(𝜂) = 𝑑𝑓 𝑑𝜂⁄ . Their ratio 
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𝛽 =
𝑆𝐿

𝑆𝐴
=

𝜂𝑓′(𝜂)

1 − 𝑓(𝜂)
 [5.4] 

is only a function of 𝜂, allowing us to use it instead of 𝜂 as a parameter, to define the 

wake shape without having to define a velocity deficit. 

Using this definition and selecting a certain value for 𝛽, one can define a length scale 

𝛿𝛽, which is the 𝑧′ location within the wake at which 𝛽 is equal to the selected value, 

and a velocity scale 𝑈𝛽, which is the velocity value at the position 𝛿𝛽. These scales 

are found separately for the upper and lower halves of the wake and the wake halves 

are independently scaled using [258], 

𝑈𝛽,𝑖 − 𝑈(𝑧′)

𝑈𝛽,𝑖 − 𝑈0
= 𝑓 (

𝑧′

𝛿𝛽,𝑖
) , 

[5.5] 

where the index 𝑖 denotes to the upper or lower half of the wake. 

Using this methodology with the 𝛽 value of 0.5, the velocity profiles previously 

presented in Figure 5.2 are scaled and the results are shown in Figure 5.9 at different 

streamwise positions for different disc positions within the boundary layer. As is 

evident, the originally asymmetric wake velocity profiles at different 𝑧/𝛿 positions 

within the boundary layer all collapse on to a single distribution at different 

streamwise locations.  

The streamwise variation of asymmetric wake velocity profiles within the boundary 

layer at a certain 𝑧/𝛿 position can also be scaled using the same methodology. Figure 

5.10 presents the scaled wake velocity profiles at 𝑧 𝛿⁄ = 1.17, 0.71, 0.56 & 0.32, for 

various streamwise positions from 𝑥’/𝐷 = 3 to 𝑥’/𝐷 = 7. It can be seen that the 

streamwise variation of the asymmetric profiles also collapse onto a single curve. 

Figure 5.11 summarizes the scaled velocity profiles for all distributions along the 

streamwise direction at every 𝑧 𝛿⁄  position. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 5.9 Scaled wake velocity profiles using 𝛽 = 0.5 (as suggested by Chow et 

al. [258]) for the wake velocity profiles along the streamwise direction from (a-e):  

𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of the disc at different 𝑧/𝛿 locations within 

the boundary layer (see Figure 5.2). Here u and l denote upper and lower halves of 

the wake, respectively 
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(a) (b) 

  

(c) (d) 

Figure 5.10 Scaled wake velocity profiles using 𝛽 = 0.5 (as suggested by Chow 

et al. [258]) for the wake velocity profiles at different 𝑧/𝛿 locations within the 

boundary layer along the streamwise direction from 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 

downstream of the disc (see Figure 5.2). (a) at 𝑧/𝛿 = 1.17, (b) at 𝑧/𝛿 = 0.71, (c) 

at 𝑧/𝛿 = 0.56, and (d) at 𝑧/𝛿 = 0.32. Here u and l denote upper and lower halves 

of the wake, respectively 

In order to do this scaling of the streamwise variations of the asymmetric wake 

velocity profiles as shown in Figure 5.11, it is required to know the streamwise 

variations of 𝑈𝛽 and 𝛿𝛽. These variations are presented in Figure 5.12a and b for 

𝑈𝛽 − 𝑈0 and 𝛿𝛽, respectively, from 𝑥’/𝐷 = 3 to 𝑥’/𝐷 = 7 for all 𝑧 𝛿⁄  locations. 

Coefficients of the power law curve fits are given in Table 5.2. 

Regarding the streamwise distributions of 𝑈𝛽 − 𝑈0 presented in Figure 5.12a, all 

distributions for all 𝑧/𝛿 locations except the far downstream part of the 𝑧/𝛿 =
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0.32 case (where the vertical extent of the field of view is not sufficient to capture 

the complete wake) collapse on to a single curve for the upper half of the wake. On 

this side, the 𝑈𝛽 − 𝑈0 value decays with an exponent of (𝑥′ 𝐷⁄ )−1. On the lower side 

of the wake, differences are observed between the 𝑧/𝛿 locations. The decay rate is 

higher at lower locations in the boundary layer, which is in agreement with the 

increased wake deficit decay observed at these locations (see Figure 5.3). The wake 

width as shown in Figure 5.12b, on the other hand, increases with an average 

exponent of (𝑥′ 𝐷⁄ )0.24 for all cases in the upper half. The increase rate of the wake 

width in the lower half shows a variation as a function of the position in the boundary 

layer with the maximum increase occurring at the highest location. 

 

Figure 5.11 Scaled wake velocity profiles for all the wake velocity profiles at 

different z/δ locations within the boundary layer along the streamwise direction 

from 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of the disc. Here u and l denote upper 

and lower halves of the wake, respectively 
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(a) (b) 

Figure 5.12 Variations of: (a) ( Uβ−U0 )/Uhub, and (b) δβ/𝐷 along the streamwise 

direction for the upper and lower halves of the wake for all 𝑧/𝛿 locations (note 

that the legends are the same for both plots) 

Table 5.2 Power law fit coefficients for the streamwise variations of the velocity 

scale (top) and length scale (bottom) distributions in the upper and lower halves of 

the wake for all 𝑧/𝛿 locations 

(𝑈𝛽,𝑖 − 𝑈0 𝑈ℎ𝑢𝑏⁄ ) = 𝑎 × (𝑥′ 𝐷⁄ )𝑏 

 Upper half Lower half 

 𝑎 𝑏 𝑎 𝑏 

𝑧/𝛿 = 0.32 1.33 -0.83 3.74 -1.95 

𝑧/𝛿 = 0.56 1.60 -0.96 3.25 -1.75 

𝑧/𝛿 = 0.71 1.79 -1.05 2.93 -1.56 

𝑧/𝛿 = 1.17 1.80 -1.04 1.73 -1.02 
 

 

(𝛿𝛽 𝐷⁄ ) = 𝑎 × (𝑥′ 𝐷⁄ )𝑏 

 Upper half Lower half 

 𝑎 𝑏 𝑎 𝑏 

𝑧/𝛿 = 0.32 1.71 0.23 0.62 -0.10 

𝑧/𝛿 = 0.56 1.55 0.26 0.85 -0.39 

𝑧/𝛿 = 0.71 1.58 0.24 0.97 -0.46 

𝑧/𝛿 = 1.17 1.56 0.23 1.39 -0.71 
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The variation of the inlet flow conditions in terms of the velocity and the turbulence 

intensity profiles does not seem to generate any variation in the wake scaling 

parameters (i.e., 𝑈𝛽 − 𝑈0 and 𝛿𝛽) defined for the upper half of the wake. In other 

words, a single power law equation can be defined for the calculation of 𝑈𝛽 − 𝑈0 

and 𝛿𝛽 for the upper half of the wake regardless of the different inflow conditions. 

However, for the lower half of the wake, a trend is observed in the variation of these 

parameters as a function of the vertical position in the boundary layer such that the 

decay rate of the 𝑈𝛽 − 𝑈0 increases and the decay rate of the 𝛿𝛽 decreases as moving 

deeper in the boundary layer flow. As a result, using the distributions presented in 

Figures 5.9 to 5.12, one can in principle reconstruct any of the asymmetric wake 

velocity profiles at any streamwise position and at any 𝑧/𝛿 location within the 

boundary layer, for this non-uniform porous disc. 

5.4 Proper Orthogonal Decomposition 

The proper orthogonal decomposition (POD) is a mathematical tool utilized to 

analyze the flow field structure of turbulent flows and quantitatively arrange these 

structures based on their contribution to the total kinetic energy [243, 244]. This 

method was first introduced by Lumley [245] and later by Sirovich who established 

the Snapshot POD which is more suitable for spatially dense but temporally sparse 

data [246]. When compared to other types of modal decompositions, the POD is 

capable of representing the maximum turbulence kinetic energy (TKE) of the flow 

using the least number of modes. The POD reorganizes the modes based on their 

energetic content, therefore, organized motions that represent little energy may not 

be important in the statistical sense but may be of dynamic significance and are 

restricted to high rank modes [247]. 

This technique has been used recently to analyze turbulent wakes downstream of 

wind turbines in order to understand their wake behavior and characteristics. For 

instance, Andersen et al. [248, 249] employed LES coupled with actuator line 

technique to model a wind farm using infinitely long row of turbines and employed 

POD to analyze the velocity field along the rotor plane. The results show the 
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meandering of the wake shed by upstream turbines. The spatial organization of the 

streamwise velocity component of low rank POD modes displayed the rotational 

symmetry which is typical of axisymmetric flows. VerHulst and Meneveau [250] 

simulated a large wind farm using LES and employed POD analysis to identify the 

most energetic flow structures. Their results show counter-rotating vortex pairs 

above the height of the wind turbines which accounted for the bulk of turbulent 

kinetic energy and were responsible for more than 14 % of the mean kinetic energy 

entrained. Bastine et al. [251] simulated a single wind turbine immersed in the ABL. 

POD analysis shows that only a few modes are necessary to capture the basic 

dynamical aspects of quantities that are relevant to a turbine in the wake flow.  

Hamilton et al. [252] applied POD analysis on wind tunnel measurements of aligned 

and staggered wind turbine arrays and found out that only 1 % of the total modes are 

needed to reconstruct the TKE production and the flux of TKE.  Camp and Cal [253] 

performed POD on an array of model wind turbines and an equivalent array of porous 

discs. They found out that the structure of the wakes of wind turbines and porous 

discs are different in terms of the organization of turbulent kinetic energy. The first 

mode is similar spatially for the rotor and disc in both the near and far wake in the 

streamwise and vertical components unlike the cross-stream component. Aloui et al. 

[254] investigated the wake of a porous disc using PIV and performed POD in order 

to extract the main structure of the wake flow. They reported that the POD reveals 

the formation of alternating vortices in the shear zone located at the edges of the disc. 

Lignarolo et al. [255] conducted an experimental comparison using PIV between a 

model wind turbine and a porous disc and employed POD as a filter for separating 

the periodic fluctuations from the random fluctuations in the wake flow. 

5.4.1 Theory 

This section presents the theory and derivation of the snapshot proper orthogonal 

decomposition (SPOD) as formulated by Sirovich [246].  

The fluctuating velocity in a flow 𝒖′(𝒙, 𝑡) is assumed to be approximated as a series 

of the form shown in Equation 5.6, where bold variables represent vectorial 
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quantities. Here 𝒖′ is the velocity vector 𝑼 minus its temporal mean �̅�. 𝒙(𝑥, 𝑦, 𝑧) is 

the position vector, 𝑼(𝑈, 𝑉, 𝑊) is the velocity vector, and 𝑡 represents time. The 

POD analysis is used to decompose the vector field 𝒖′(𝒙, 𝑡) into a set of deterministic 

spatial functions 𝚽(𝑛)(𝒙) 

𝒖′(𝒙, 𝑡) = ∑ 𝑎𝑛(𝑡)

𝑁

𝑛=1

𝚽(𝑛)(𝑥) , [5.6] 

where 𝑎𝑛(𝑡) is the time-dependent POD coefficient for mode 𝑛, 𝝓(𝑛)(𝒙) is the 

spatial POD mode for mode 𝑛, and 𝑁 is the number of snapshots. The fluctuating 

velocity measured over 𝑃 spatial positions instantaneously and which is measured at 

𝑁 times is arranged into the matrix [247]: 

�̂� =
1

𝑁
[
𝑢1

′1  𝑢1
′2 ⋯ 𝑢1

′𝑁

⋮ ⋱ ⋮
𝑢𝑃

′1  𝑢𝑃
′2 ⋯ 𝑢𝑃

′𝑁
] [5.7] 

The auto-covariance matrix, 𝑪, can then be expressed from the product of �̂� and its 

transpose as 𝑪 = �̂�𝑇�̂�. An eigenvalue problem involving 𝑪 can be written as [247]: 

 

𝑪𝑨𝑛 = 𝜆𝑛𝑨𝑛 , [5.8] 

where 𝑨𝑛 is the eigenvector corresponding to the eigenvalue 𝜆𝑛. Physically, the 

eigenvalues of the POD modes describe the turbulence kinetic energy represented by 

their respective modes. The eigenvalues of all 𝑁 modes are ordered in magnitude 

such that [247]: 

𝜆1 > 𝜆2 > ⋯ > 𝜆𝑛 , [5.9] 

where 𝜆𝑛 is set to 0 during computation. From the results of the eigenvalue problem, 

the normalized POD modes can then be computed by projecting the snapshot basis 

into the eigenvalue space then normalizing which can be expressed as [247]: 



 

 

138 

𝝓(𝑛) =
�̂�𝑨𝑛

‖�̂�𝑨𝑛‖
 , 

[5.10] 

where ‖ ⋯ ‖ denotes the L2-norm. Note that the set of eigenfunctions obtained herein 

are orthogonal in time rather than space. After concatenating the POD modes to form 

𝝍 = [𝝓(1) 𝝓(2)  ⋯ 𝝓(𝑛)], the POD coefficients can then be found using Equation 

5.11 [247]: 

𝒂𝑛 = 𝝍−1𝒖𝑛
′  [5.11] 

5.4.2 Snapshot Proper Orthogonal Decomposition 

The analysis of the POD will be conducted in the near wake region of the porous 

disc, i.e., the first window of the flow field will be considered (refer to Figure 4.9 in 

Chapter 4). The size of this window is 1.66D x 2.67D (where D is the diameter of 

the disc). In here, each instantaneous PIV measurement is considered to be a snapshot 

of the flow field. An analysis is then performed on typically 1000 snapshots taken in 

the same plane. The mean velocity field can be considered the zeroth mode of the 

POD. The POD analysis is carried out by considering the streamwise velocity (𝑈) 

and vertical velocity (𝑊). Therefore, to create our snapshot matrix, we start by 

subtracting the time-averaged velocity field from each individual vector field. We 

obtain a dataset of 𝑚 × 𝑛 = 99 × 199 = 15741 fluctuating velocity fields, then 

reorder the dataset by concatenating each individual velocity field into one single 

1 ×  𝑛 row and we stack these rows onto each other. Since two velocity components 

are considered the resulting matrix is 15741 × 2 = 31482 fluctuating velocity 

fields. 

In here four test cases will be considered based on the position of the disc within the 

boundary layer (i.e., 𝑧 𝛿⁄ = 1.17, 0.71, 0.56 𝑎𝑛𝑑 0.32). Figure 5.13 shows the 

eigenvalues for the POD in each selected case. POD modes are sorted in terms of 

their TKE contribution as represented by their respective eigenvalues as shown in 

Figure 5.14 as well.  
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Figure 5.13 presents the eigenvalues for the snapshot POD in the near wake of the 

porous disc at different positions in the boundary layer. These eigenvalues are sorted 

based on their TKE contribution to the flow field.  

  

(a) (b) 

  

(c) (d) 

Figure 5.13 Eigenvalues for the snapshot POD in the near wake of the porous disc 

at different positions in the boundary layer. (a) 𝑧/𝛿 = 1.17, (b) 𝑧/𝛿 = 0.71, (c) 

𝑧/𝛿 = 0.56, and (d) 𝑧/𝛿 = 0.32. Subgraphs shows only the first 15 modes 

Figure 5.14 shows the percentage of TKE contribution from each eigenvalue in the 

near wake of the porous disc at different disc positions within the boundary layer. As 

one could observe the first mode contributes the most to the TKE and this 

contribution increases as we move deeper within the boundary layer. For instance, 

the first mode contributes to about 15 % of the total energy when the disc is outside 

the boundary layer (i.e., 𝑧 𝛿 = 1.17⁄ ), on the other hand this contribution increases 

to around 17 % when the disc is at 𝑧 𝛿 = 0.32⁄ . This indicates that a large amount of 

the TKE is represented by the first mode. This increase is probably due to the wind 

shear as well as the increased levels of ambient turbulence intensity as the disc is 
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lowered deeper into the boundary layer. The second mode of the POD shows 

opposite behaviour as one goes deeper within the boundary the energy contribution 

of the second mode decreases. The third mode shows similar trend to mode 1 but 

with less energy contribution, on the other hand the fourth mode is similar in trend 

to mode two. The first 4 modes constitute on average around 36.93 % of the total 

energy for the case outside the boundary layer (i.e., 𝑧 𝛿 = 1.17⁄ ), and around 37.17 

% for the deepest position in the boundary layer (i.e., 𝑧 𝛿 = 0.32⁄ ). Although, 

individual modes are different, their total energetic contribution is the same for all 

test cases. Therefore, looking at the first few modes is sufficient to identify dominant 

coherent motions. The higher order modes which contributes to less than 1 % of the 

total energy are neglected. Table 5.3 shows the percentage energy contribution of 

each mode for each selected position of the disc as well as the total energy 

contribution of the first 15 modes. 

Table 5.3 Percentage of TKE contribution from each mode 

𝑧 𝛿⁄  MODE 1 MODE 2 MODE 3 MODE 4 MODE 1 - 4 MODE 1 - 15 

1.17 14.98 % 12.75 % 4.85 % 4.35 % 36.93 % 55.11 % 

0.71 14.81 % 12.54 % 4.81 % 4.10 % 36.26 % 56.21 % 

0.56 15.12 % 11.54 % 5.16 % 4.46 % 36.28 % 56.10 % 

0.32 17.36 % 10.18 % 5.48 % 4.15 % 37.17 % 56.99 % 
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(a) (b) 

  

(c) (d) 

Figure 5.14 Percentage of TKE contribution from each eigenvalue in the near wake 

of the porous disc at different positions in the boundary layer. (a) 𝑧/𝛿 = 1.17, (b) 

𝑧/𝛿 = 0.71, (c) 𝑧/𝛿 = 0.56, and (d) 𝑧/𝛿 = 0.32. Subgraphs shows only the first 

15 modes 

Figure 5.15 displays the streamwise and vertical components of the first spatial mode 

in the near wake of the porous disc at different disc positions in order to illustrated 

the differences in the flow features. For the case outside the boundary layer, i.e. 

𝑧 𝛿 = 1.17⁄  (1st row-left), the streamwise component of the first mode shows 

alternating flow structures (shown as red and blue patches) of opposite signs and 

different sizes. These patches are dominating the near wake region of the porous disc 

which represents a periodical (or alternating) motion of these coherent structures. 

The smaller structures occupy the region up to 1.25D downstream of the disc; 

however, the larger structures occupy a wider region and extend to beyond 2.5 

downstream od the disc. As one moves deeper within the boundary layer (following 

the contours from top to bottom) these large structures occupy a wider area in the 



 

 

142 

flow field. For the case where the disc is at 𝑧 𝛿 = 0.71⁄ , these structures extend from 

1.25D up to 2.5D downstream of the disc. The small structures diminishes 

significantly compared to the case outside the boundary layer (i.e. 𝑧 𝛿 = 1.17⁄ ). At 

𝑧 𝛿 = 0.56⁄  𝑎𝑛𝑑 0.32, the smaller structures diminishes entirely and the large scale 

structures dominate the entire region downstream of the disc. Interestingly, one can 

observe as well the sign is reversed when the disc is at the deepest position, i.e., 

𝑧 𝛿 = 0.32⁄  (4th row-left). Similar interpretation can be deduced from the vertical 

component of the first spatial mode. 
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Figure 5.15 Components of the first spatial POD mode. Streamwise component 𝜙𝑈
(1)

 

(left), vertical component 𝜙𝑊
(1)

 (right). 1st row: 𝑧/𝛿 = 1.17, 2nd row: 𝑧/𝛿 = 0.71, 3rd 

row: 𝑧/𝛿 = 0.56, and 4th row:𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue 

rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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Figure 5.16 displays the streamwise and vertical components of the second spatial 

mode in the near wake of the porous disc at different disc positions. One should note 

in here that the second mode contributes less to the total kinetic energy compared to 

the first mode. One could observe a trend as the mode index increases for all the 

cases considered. To elaborate, as the mode index increases there is a tendency 

towards smaller scale structures occupying the flow field downstream of the disc. 

For the case outside the boundary layer, i.e., 𝑧 𝛿 = 1.17⁄  (1st row-left), the 

streamwise component of the second mode shows medium scale flow structures 

(shown as red and blue patches) of opposite signs occupy the region downstream of 

the disc. As one moves deeper within the boundary layer (following the contours 

from top to bottom) these regions diminish in size and are represented by multiple 

flow structures of alternating features. One can observe as well the sign is reversed 

when the disc is at 𝑧 𝛿 = 0.56⁄  and 𝑧 𝛿 = 0.32⁄ . Similar interpretation can be 

deduced from the vertical component of the first spatial mode. In addition, as one 

moves towards lower positions in the boundary layer there is a sign of convective 

motion. 
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Figure 5.16 Components of the second spatial POD mode. Streamwise component 𝜙𝑈
(2)

 

(left), vertical component 𝜙𝑊
(2)

 (right). 1st row: 𝑧/𝛿 = 1.17, 2nd row: 𝑧/𝛿 = 0.71, 3rd 

row: 𝑧/𝛿 = 0.56, and 4th row:𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue 

rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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Figure 5.17 and 5.18 display the streamwise and vertical components of the third and 

fourth spatial modes in the near wake of the porous disc at different disc positions. 

The flow features representing the third and fourth spatial modes show significantly 

different flow structures compared to the first and second modes for all the disc 

positions. Coherent structures are not visible and there seem to be a tendency towards 

chaotic behaviour, this could be a sign of deformation. In addition, these flow 

structures show no clear organization. 
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Figure 5.17 Components of the third spatial POD mode. Streamwise component 𝜙𝑈
(3)

 

(left), vertical component 𝜙𝑊
(3)

 (right). 1st row: 𝑧/𝛿 = 1.17, 2nd row: 𝑧/𝛿 = 0.71, 3rd 

row: 𝑧/𝛿 = 0.56, and 4th row:𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue 

rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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Figure 5.18 Components of the fourth spatial POD mode. Streamwise component 𝜙𝑈
(4)

 

(left), vertical component 𝜙𝑊
(4)

 (right). 1st row: 𝑧/𝛿 = 1.17, 2nd row: 𝑧/𝛿 = 0.71, 3rd 

row: 𝑧/𝛿 = 0.56, and 4th row:𝑧/𝛿 = 0.32. Porous disc is marked as a solid blue 

rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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CHAPTER 6 

6 ON THE WAKE GROWTH RATE OF A POROUS DISC IMMERSED 

IN A BOUNDARY LAYER 

This chapter presents comparisons between the wake velocity profiles of a porous 

disc with a radially non-uniform porosity against model predictions from Bastankhah 

and Porté-Agel wake model and Ishihara and Qian wake model as it is immersed in 

a boundary layer inflow. A method is proposed as an extension to the wake models 

to generate asymmetric wake velocity profiles. The comparison illustrates the 

deviation due to the wake growth rate and initial wake width estimation. The wake 

growth rate of the porous disc can be significantly higher than field turbines as well 

as those estimated through empirical relations suggested in the literature in the 

context of engineering wake models, particularly at low ambient turbulence 

conditions. This suggests caution in the use of porous discs to simulate wind turbine 

wakes and wind farms in wind tunnel studies. Results show that the when using the 

estimated wake growth rate and initial wake width of the porous disc, the wake 

models show better predictions overall for all the test cases considered.  

6.1 Comparison of Wake Models Predictions with Porous Disc Data 

This section presents the comparison between the porous disc wake velocity profiles 

at different streamwise positions with the predicted values from the wake models. In 

here, two Gaussian-based wake models are used, the Bastankhah and Porté-Agel [53] 

wake model with two wake growth rate definitions used in the literature formulated 

by Niyafar and Porté-Agel [264] and Fuertes et al. [265] (refer to Equations 6.1-6.4). 

The other model used for comparison is the one developed by Ishihara and Qian [64].  
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6.1.1 Wake Growth Rate and Initial Wake Width Models 

The correct estimation of the wake growth rate is crucial for the analytical models to 

predict the wake velocity profiles of wind turbines accurately. Most of the available 

models use either a constant value as the wake growth rate parameter (𝑘∗) or a simple 

empirical formula as a function of the ambient turbulence intensity [263] and the 

thrust coefficient in other models [64]. Studies [264, 265] have shown that the wake 

growth rate varies linearly with ambient turbulence intensity. Niyafar & Porté-Agel 

[264] used Large Eddy Simulations (LES) in order to estimate the variation of the 

wake growth rate with ambient turbulence intensity which is used together with the 

Bastankhah and Porté-Agel wake model [53]. They formulated an equation for the 

wake growth rate as shown in Equation 6.1, and reported that it is only valid for 

ambient turbulence intensity levels between 6.5% and 15%. In addition, for the initial 

wake width the following formula (Equation 6.2) is used from the original 

Bastankhah and Porté-Agel [53] wake model.  

𝑘∗ = 0.383𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 
+ 0.0037 

[6.1] 

𝜖 = 0.25√𝛽, 
[6.2] 

where 𝛽 =
1

2

1+√1−𝐶𝑇

√1−𝐶𝑇
. 

Fuertes et al. [265], on the other hand, used field measurements to estimate the wake 

growth rate and came up with a relation between the wake growth rate parameter and 

ambient turbulence intensity as shown in Equation 6.3. They also proposed a relation 

for the initial wake width as a function of wake growth rate as shown in Equation 

6.4.  

𝑘∗ = 0.35𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 
 [6.3] 

𝜖 = −1.91𝑘∗ + 0.34  [6.4] 

Ishihara and Qian [64] proposed a relation for the wake growth rate and initial wake 

width as a function of ambient turbulence intensity and thrust coefficient presented 

in Equations 6.5 and 6.6 respectively. 
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𝑘∗ = 0.11𝐶𝑇
1.07𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡

0.20  [6.5] 

𝜖 = 0.23𝐶𝑇
−0.25𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡

0.17  
[6.6] 

6.1.2 Modeling Wake Asymmetry 

The wake velocity profiles obtained using any of the wake models in the literature, 

including the Bastankhah and Porté-Agel wake model [53] and Ishihara and Qian 

model [64] are basically generated on horizontal planes (i.e. parallel to the ground) 

downstream of the turbines. Therefore, these wakes are always symmetrical about 

the centerline of the wake. However, on the vertical planes downstream of a wind 

turbine or a porous disc, the wake velocity distribution becomes asymmetrical (or 

skewed) due to the presence of inflow wind shear. This asymmetry is created due to 

the fact that the top part of the wind turbine rotor is subjected to higher wind speeds 

compared to the bottom part of the rotor. In order to model these skewed wake 

conditions, here we propose a method to generate these asymmetric wakes on vertical 

planes downstream of a wind turbine rotor or a porous disc. Here we describe the 

methodology in three steps: 

1) First, by using Equation 6.7 for the wake velocity deficit, 

∆𝑈

𝑈∞
= 𝐶(𝑥′)𝑒

−
𝑟2

2𝜎2 ⟹  ∆𝑈 = 𝑈∞𝐶(𝑥′)𝑒
−

𝑟2

2𝜎2  , [6.7] 

where 𝐶(𝑥) and 𝜎 are the maximum normalized velocity deficit and wake width, 

which are constants at any streamwise position 𝑥′. 𝑟 is the radial distance from the 

center of the wake along the 𝑧′- coordinate. 

a) If 𝑈∞ is constant (i.e. uniform inflow), the wake model will generate a 

symmetric wake as shown in Figure 6.1a. 

b) If 𝑈∞ = 𝑈∞(𝑟) (i.e. non-uniform inflow), the wake model will generate an 

asymmetric wake as shown in Figure 6.1b. 
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2) Based on the boundary layer inflow conditions shown in Figure 4.6 (Chapter 4) 

previously. A linearized variation of the inflow velocity is taken across the 

porous disc (or turbine rotor) when immersed within the boundary layer. This 

linearized variation is shown as follows in Equation 6.8: 

𝑈∞(𝑟) = 𝑎𝑟 + 𝑏 , [6.8] 

where 𝑎 and 𝑏 are obtain from the inflow conditions as shown in Equation 6.9: 

𝑎 =
𝑈𝑡𝑜𝑝 − 𝑈𝑏𝑜𝑡𝑡𝑜𝑚

𝐷
=

𝑑𝑈

𝑑𝑟
 

 

𝑏 =
𝑈𝑡𝑜𝑝 + 𝑈𝑏𝑜𝑡𝑡𝑜𝑚

2
= 𝑈ℎ𝑢𝑏 

[6.9] 

Here, 𝑈𝑡𝑜𝑝 and 𝑈𝑏𝑜𝑡𝑡𝑜𝑚 are the respective inflow velocities at the top and bottom 

edge of the porous disc (i.e. turbine rotor) and  𝑈ℎ𝑢𝑏 is the inflow velocity at the hub 

height. 𝑑𝑈 𝑑𝑟⁄  is the velocity gradient across the rotor disc. 

3) After obtaining the inflow velocity variation across the rotor, 𝑈∞(𝑟) is 

inserted into Equation 6.7 in order to obtain the asymmetric wake.  

  

(a) (b) 

Figure 6.1 Conceptual sketch showing the proposed methodology for generating 

asymmetric wake profiles: (a) symmetric wakes under uniform inflow, and (b) 

asymmetric wake under non-uniform inflow. The turbine rotor is represented as a 

solid black rectangle 
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6.1.3 Results 

Therefore, using the original formulations of the wake models with Equations 6.1-

6.4 with the Bastankhah and Porte-Agel wake model [53], and Equations 6.5 and 6.6 

with the Ishihara and Qian wake model [64], Figures 6.2-6.5 present comparison 

between the experimental data of the porous disc with the predictions of the wake 

models along the streamwise direction at different positions of the disc in the 

boundary layer, i.e., 𝑧 𝛿 = 1.17⁄ , 0.71, 0.56 𝑎𝑛𝑑 0.32, respectively. 

Starting with Figure 6.2 for the case outside the boundary layer, i.e., 𝑧 𝛿 = 1.17⁄ , 

where the wake is symmetric and the ambient turbulence intensity is low (see Table 

6.1). The wake models fail to capture the velocity profiles correctly, although the 

Bastankhah and Porté-Agel wake model with the wake growth rate definition 

proposed by Fuertes et al. [265] seems to show better performance compared to the 

others especially at 𝑥′ 𝐷⁄ = 4 & 5. One can also observe that the wake models show 

a very slow growth rate in comparison with the porous disc data. One should note in 

here that the wake growth rate definition proposed by Niyafar and Porté-Agel [264] 

is valid for ambient turbulence intensity levels between 6.5% and 15%. This is 

probably why the wake model fails to predict the velocity profiles correctly. In 

addition, the wake width is underestimated in the Ishihara and Qian model as can be 

seen from the velocity profiles (see Table 1). 
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(a) (b) 

  
(c) (d) 

 
Figure 6.2 Comparison between the experimental data and the predictions of the wake  

models at 𝑧/𝛿 = 1.17 along the streamwise direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 =

7. Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

As the disc is immersed deeper within the boundary layer, Figure 6.3 shows the case 

where the disc at 𝑧 𝛿 = 0.71⁄ , one can observe that although the wake models can 

capture the asymmetry of the wake velocity profiles, they still fail to predict the 

values correctly especially at 𝑥′ 𝐷⁄ = 4 and 𝑥′ 𝐷⁄ = 5, on the other hand, at 𝑥′ 𝐷⁄ =

6 and 𝑥′ 𝐷⁄ = 7, the Bastankhah and Porté-Agel wake model shows better 

performance than the Ishihara and Qian model especially when using the wake 

growth formulation (see Equations 6.1 & 6.2) proposed by Niyafar and Porté-Agel 

[264]. Similar observations can be seen at 𝑧 𝛿 = 0.56⁄  (see Figure 6.4) and 



 

 

155 

𝑧 𝛿 = 0.32⁄  (see Figure 6.5), although the predictions are slightly better due to 

increased inflow turbulence as one moves deeper within the boundary layer. 

  
(a) (b) 

  
(c) (d) 

 
Figure 6.3 Comparison between the experimental data and the predictions of the wake  

models at 𝑧/𝛿 = 0.71 along the streamwise direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 =

7. Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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(a) (b) 

  
(c) (d) 

 
Figure 6.4 Comparison between the experimental data and the predictions of the wake  

models at 𝑧/𝛿 = 0.56  along the streamwise direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 =

7. Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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(a) (b) 

  
(c) (d) 

 
Figure 6.5 Comparison between the experimental data and the predictions of the wake  

models at 𝑧/𝛿 = 0.32 along the streamwise direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 =

7. Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5. 

These wake models which are effective in predicting wind turbine wakes especially 

for wind farm predictions and optimization [53, 64], seem to fail when compared to 

the porous disc especially at low ambient turbulence intensity levels. The wake 

models seem to generate very slow growth rate compared to the porous disc, this is 

probably due to the inherent differences between the porous disc and wind turbine, 

where the porous disc is considered as a turbulence generator. Studies have shown 

that at low ambient turbulence intensity the turbine (or porous disc) induced 

turbulence has a significant influence on the wake growth rate [263]. Others have 

reported that the wake growth rate is not only influenced by the ambient turbulence, 
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but also the shear-generated turbulence and the mechanical turbulence [55]. 

Therefore, in order to improve the predictions of these wake models, the correct wake 

growth rate and initial wake width will be estimated for the porous disc via velocity 

fields obtained through the PIV experiments as shown in the following section.   

6.2 Porous Disc Wake Growth Rate  

6.2.1 Estimation of Wake Growth Rate and Initial Wake Width 

The comparison shown in section 6.1 between the porous disc experimental data and 

the predictions of the wake models, yields that the wake models fail to predict the 

porous disc wake velocity profiles correctly. The main reason is due to the deviation 

in the estimation of the wake growth rate and initial wake width. Hence, in order to 

improve the predictions of the wake models, the correct wake growth rate and initial 

wake width should be estimated for the porous disc. 

Therefore, in this section, the wake growth rate and initial wake width parameters 

for the porous disc under different ambient turbulence intensity levels is directly 

calculated by use of the wake velocity fields obtained via PIV measurements. This 

is done by assuming a linear expansion for the wake represented by the following 

equation (Equation 6.10) as reported by Bastankhah and Porté-Agel [53] and Ishihara 

and Qian [64]: 

𝜎 𝐷⁄ = 𝑘∗(𝑥′ 𝐷⁄ ) + 𝜖 , [6.10] 

where 𝜎 is the standard deviation at every streamwise distance (𝑥′) for the velocity 

deficit profiles (usually considered as the wake width [64]) , 𝑘∗ is the wake growth 

rate parameter and 𝜖 is the value of 𝜎 𝐷⁄  when 𝑥′ 𝐷⁄  approaches zero (i.e., initial 

wake width). 

The wake width 𝜎 𝐷⁄  is calculated from the maximum velocity deficit using 

Equation 6.11: 
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𝜎 𝐷⁄ = √
𝐶𝑇

8 [1 − (1 − 𝐶(𝑥′ 𝐷⁄ ))
2

]
 , [6.11] 

where 𝐶(𝑥′ 𝐷⁄ ) represents the maximum normalized velocity deficit at each 

downstream location which occurs at the center of the wake, and 𝐶𝑇 is the disc thrust 

coefficient. 

One should note in here that the wake velocity profiles are asymmetric due to inflow 

velocity gradients as well as the wake centerline is shifting downwards as shown 

previously in Chapter 5. Therefore, in order to correctly estimate the wake growth 

rate from the porous disc PIV data and properly implement the above-mentioned 

method, the asymmetric velocity profiles are first normalized by subtracting the 

wake velocity profiles from the inflow boundary layer, which generates symmetric 

wake velocity profiles as shown in Figure 6.6.  

As is evident in Figure 6.6 the wake velocity profiles are symmetric for all disc 

positions and at different streamwise positions. Consequently, the normalized wake 

deficit profiles are obtained using Equation 6.12. 

∆𝑈

𝑈ℎ𝑢𝑏
=

𝑈ℎ𝑢𝑏 − 𝑈

𝑈ℎ𝑢𝑏
 , [6.12] 

and the maximum normalized velocity deficit is obtained as follows: 

𝐶(𝑥′ 𝐷⁄ ) = (
∆𝑈

𝑈ℎ𝑢𝑏
)

𝑚𝑎𝑥

′ [6.13] 

 where ∆𝑈 is the wake velocity deficit, and 𝑈ℎ𝑢𝑏 is the velocity at hub height. 
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 6.6 Normalized wake velocity profiles for all 𝑧/𝛿 locations along the 

streamwise direction from (a-e): 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of the disc. 

Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

The variations of  𝜎 𝐷⁄  in the streamwise direction downstream of the porous disc 

are plotted in Figure 6.7 using Equation 6.11. In addition, linear curve fits are plotted 
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to estimate the wake growth rate, 𝑘∗, and initial wake width, 𝜖, for the porous disc 

using Equation 6.10. The values of 𝑘∗and 𝜖 are obtained from Figure 6.7 and 

tabulated in Table 6.1 for different ambient turbulence intensities obtained at 

different positions in the boundary layer.  

 

Figure 6.7 Variation of the normalized standard deviation (i.e. wake width) of the 

velocity deficit profiles for all 𝑧/𝛿 locations along the streamwise direction with 

curve fits to obtain k* and 𝜖. 

Table 6.1 k*and 𝜖 for the selected boundary positions of the porous disc 

z δ⁄  1.17 0.71 0.56 0.32 

𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 (%) 0.6 3.2 5.5 8.0 

𝑘∗ (Current Study) 0.034 0.046 0.049 0.051 

𝑘∗ (Niyafar & Porté-Agel [264]) 0.006 0.016 0.025 0.034 

𝑘∗ (Fuertes et al. [265]) 0.002 0.011 0.019 0.028 

𝑘∗ (Ishihara and Qian [64]) 0.025 0.034 0.038 0.041 

𝜖 (Current Study) 0.201 0.171 0.170 0.175 

𝜖 (Niyafar & Porté-Agel [264]) 0.289 0.289 0.289 0.289 

𝜖 (Fuertes et al. [265]) 0.336 0.319 0.303 0.287 

𝜖 (Ishihara & Qian [64]) 0.108 0.143 0.157 0.167 
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Figures 6.8 shows the variation of 𝑘∗and 𝜖 for the porous disc as well as the predicted 

values by the wake models. In addition, the wake growth rate for field measurements 

reported in Fuertes et al. [265] are also included for comparison. As shown in Table 

1 and Figure 6.8 the wake growth rate values for the porous disc are generally higher 

than the predicted values of the equations proposed by Niyafar and Porté-Agel [264], 

Fuertes et al. [265], and Ishihara and Qian [64] respectively. It is observed that the 

wake growth rate trend for the porous disc data in general does not follow the linear 

variations as previously proposed by Niyafar & Porté-Agel [264] and Fuertes et al. 

[265], especially at low ambient turbulence intensity levels. At low ambient 

turbulence intensity levels, the 𝑘∗ values are generally higher for porous discs than 

those for wind turbines. The wake growth rate predicted by Ishihara and Qian model 

although seems to give higher 𝑘∗ values compared to other models, still under 

predicts the porous disc wake growth rate. The model also shows similar trend, 

indicating that the wake growth rate might not vary linearly with ambient turbulence 

intensity. On the other hand, the initial wake width variation shown in Figure 6.9 for 

the porous disc is over estimated by Niyafar and Porté-Agel [264], and Fuertes et al. 

[265] equations, and under estimated by Ishihara and Qian [64] especially at low 

ambient turbulence intensities. However, Ishihara and Qian model seems to give 

closer results for the initial wake width at higher ambient turbulence intensities as 

compared to the porous disc. Therefore, using the estimated values of 𝑘∗ and 𝜖 for 

the porous disc directly instead of the equations presented in the wake models would 

improve the predictions significantly as shown in the next section. 
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Figure 6.8 Variation of wake growth rate with ambient turbulence intensity for the 

porous disc as well as the values predicted by the wake models. Field data reported 

in Fuertes et al. [265] are included for comparison 

 

Figure 6.9 Variation of initial wake width with ambient turbulence intensity for 

the porous disc as well as the values predicted by the wake models. 

6.3 Wake Turbulence and Disc Added Turbulence 

Figure 6.10 presents the streamwise turbulence intensity contours at different 𝑧/𝛿 

locations covering a streamwise distance up to 7.5 D downstream of the disc. Here, 

𝑥’ and 𝑧’ are the local coordinates traveling with the disc, as defined previously in 
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Figure 4.5 (Chapter 4). To begin with, fairly symmetrical turbulence intensity 

distributions are observed around the geometric centerline (the dashed black line 

marks the center of the disc, i.e., 𝑧′ 𝐷⁄ = 0) in the baseline case, i.e., at 𝑧/𝛿 = 1.17 

outside the boundary layer (Figure 6.10a). As the disc is immersed within the 

boundary layer towards lower 𝑧/𝛿 locations, one can observe the wake turbulence 

intensity fields get shifted or skewed upwards as one goes deeper within the 

boundary layer, with the upper half of the wake presenting higher turbulence 

intensity field. Similar observation can be seen previously in Figure 5.4 (Chapter 5). 

 

  

(a) (b) 

  

(c) (d) 

Figure 6.10 Streamwise turbulence intensity at different disc positions: (a) 𝑧/𝛿 =

1.17, (b) 𝑧/𝛿 = 0.71, (c) 𝑧/𝛿 = 0.56, and (d) 𝑧/𝛿 = 0.32. Porous disc is marked 

as a solid blue rectangle and is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5. The dashed 

black line represents the geometric centerline and passes through the center of the 

disc 𝑧′/D = 0 

Figure 6.11 displays the streamwise turbulence intensity distributions for all  𝑧 𝛿⁄  

locations along the streamwise direction from 𝑥′ 𝐷⁄ = 3 to 𝑥′ 𝐷⁄ = 7 downstream 

of the disc. Outside the boundary at 𝑧/𝛿 = 1.17, typical fairly symmetrical double 

peak distribution can be seen respectively at 𝑧′ 𝐷 = ±0.5⁄ . As one goes deeper 
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within the boundary layer asymmetrical distribution of the turbulence intensity in the 

wake starts to occur since the disc is exposed to a non-uniform inflow across its 

diameter. Furthermore, the magnitude of the peak at the upper half progressively 

increases within the boundary layer. Further downstream the upper peak persists 

until 𝑥′ 𝐷⁄ = 7, whereas the lower peak is almost indistinguishable and diffused. It 

was shown previously in Porté-Agel et al. [54] that under uniform inflow, 𝐼𝑤𝑎𝑘𝑒 has 

a double Gaussian distribution with the maximum values occurring at the edges of 

the wake. On the other hand, in boundary layer flows, the maximum value of the 

turbulence intensity usually occurs at the upper edge of the wake [54] which is 

consistent with the results in this study for porous discs. 

Figure 6.12 presents the wake turbulence (𝐼𝑤𝑎𝑘𝑒) and disc added turbulence (𝐼+) 

variations with streamwise distance along the geometric centerline of the disc (i.e. 

𝑧′ 𝐷 = 0)⁄  for different 𝑧 𝛿⁄  positions. The disc added turbulence intensity is 

estimated using the formula given by Frandsen [261] as, 𝐼+ = √𝐼𝑤𝑎𝑘𝑒
2 − 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡

2 , 

where 𝐼𝑤𝑎𝑘𝑒 is the streamwise turbulence intensity in the wake, and 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 is the 

ambient (freestream) turbulence intensity.  
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(a) (b) 

  

(c) (d) 

 

(e) 

Figure 6.11 Turbulence intensity distributions for all 𝑧/𝛿 locations along the 

streamwise direction from (a-e): 𝑥′/𝐷 = 3 to 𝑥′/𝐷 = 7 downstream of the disc. 

Porous disc is located between: −0.5 ≤ 𝑧′/𝐷 ≤ 0.5. 

For the case outside the boundary layer (i.e. 𝑧 𝛿⁄ = 1.17) where the ambient 

turbulence intensity is relatively low, the difference between the wake turbulence 
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and disc added turbulence is negligible for all positions in the streamwise direction. 

This indicates that the turbulence intensity in the wake is dominated by the disc-

induced turbulence for the case of low ambient turbulence intensity. There is a peak 

just downstream of the disc ( at around 𝑥′ 𝐷 = 1⁄ ) that is followed by a decay in 

both wake and disc-added turbulence intensity variations in the streamwise direction. 

It then remains almost constant beyond 𝑥′ 𝐷 = 3⁄  with a slight increase around 

𝑥′ 𝐷 = 5⁄ , which is most probably due to the merging of the two high turbulence 

intensity regions on either side of the wake. As one goes towards lower positions 

within the boundary layer, disparities start to occur between the wake turbulence and 

disc-added turbulence due to the progressively increasing freestream turbulence 

intensity levels. In relation to enhanced mixing and thus faster wake recovery for the 

cases within the boundary layer, interaction between the turbulence intensity patterns 

associated with the upper and lower shear layers takes place at a smaller streamwise 

distance to the disc, which can be inferred from Figure 6.10. This leads to the 

constant turbulence intensity regions narrowing down and secondary peak positions 

getting closer to the disc as one moves downwards in the boundary layer. 

Figure 6.12 also shows that for the range of ambient turbulence intensity levels used 

in this study (i.e. 0.6 % ≤ 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 ≤ 8.0 %) , the disc added turbulence is not very 

sensitive to changes in ambient turbulence intensity. This observation is consistent 

with recent porous disc experiments by Neunaber et al. [262]. To illustrate this point, 

the data presented in the study of Neunaber et al. [262] is used to produce Figure 

6.13, which displays streamwise variations of the disc-added turbulence for different 

ambient (inflow) turbulence intensity levels in the range of 0.3% ≤ 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 ≤

10.3%. It is clear that the disc-added turbulence level is almost insensitive to the 

ambient turbulence intensity level in the given range. On the other hand, regarding 

model wind turbine rotors, generally a stronger influence of ambient turbulence is 

observed on now the “rotor-added turbulence”, which is also calculated by using the 

data presented by Neunaber et al. [262] and shown in Figure 6.13. Similar 

observations were also reported in the study of Polster [72], where the ambient 

turbulence intensity related variations in the wind turbine rotor wake start to diminish 

and the distributions start to converge on to each other after about 𝑥′ 𝐷⁄ > 4. 
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(a) (b) 

  

(c) (d) 

Figure 6.12 Wake turbulence intensity (Iwake) and disc added turbulence intensity 

(I+) variations with streamwise distance along the geometric centerline of the disc 

(i.e. 𝑧′/𝐷 = 0) for different 𝑧/𝛿 positions. (a) 𝑧/𝛿 = 1.17, (b) 𝑧/𝛿 = 0.71, (c) 

𝑧/𝛿 = 0.56, and (d) 𝑧/𝛿 = 0.32 
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Figure 6.13 Rotor/Disc added turbulence intensity variations with streamwise 

distance along the centerline of the rotor/disc (i.e. 𝑧′/𝐷 = 0) at different ambient 

turbulence intensity levels for porous disc and model wind. This figure is prepared 

using the data presented in Neunaber et al. [262]. 

The differences observed in the disc/rotor added turbulence characteristics 

downstream of disc or wind turbine wakes under different ambient turbulence 

intensity levels have a significant influence in the spreading rates of these wakes, 

which is often modeled using a wake growth rate parameter in wake models in the 

literature. Many analytical models for the prediction of rotor added turbulence 

intensity have been proposed in the literature. In here comparison with the Crespo 

and Hernandez model [268] is conducted against the porous disc data. Crespo and 

Hernandez proposed the following formula (Equation 6.14): 

𝐼+,𝐶&𝐻 = 0.73𝑎0.8325𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡
0.0325 (𝑥′ 𝐷⁄ )−0.32, [6.14] 

where 𝑎 is the axial induction factor. This equation is valid in the range of  5 <

𝑥′ 𝐷⁄ < 15, 0.07 < 𝐼𝑎𝑚𝑏𝑖𝑒𝑛𝑡 < 0.14, and 0.1 < 𝑎 < 0.4. 

To check the validity of Equation 6.14, the disc-added turbulence variations obtained 

in this study are compared with the results of the model proposed by Crespo and 

Hernandez [268] in Figure 6.14. The model results show a reasonable agreement 

with the experimental data especially beyond 𝑥′ 𝐷⁄ > 3 downstream of the disc for 

all selected positions within the boundary layer. The validity of this model has also 
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been proven against LES of wind turbines as reported by Niyafar and Porté-Agel 

[264]. 

 

Figure 6.14 Comparison between the porous disc data of the current experiments 

and the Crespo and Hernandez model at different positions within the boundary 

layer. 

6.4 Wake Model Predictions Based on the Estimated k* and ϵ 

Figure 6.15-6.18 presents comparisons between the porous disc data and the 

predictions of the wake models using the estimated 𝑘∗ and 𝜖 at different disc 

positions in the boundary layer along the streamwise direction. For the case outside 

the boundary layer (i.e. 𝑧 𝛿⁄ = 1.17) shown Figure 6.15, the prediction of the wake 

models improves significantly when using the correct 𝑘∗ and 𝜖 values, especially for 

the Bastankhah and Porté-Agel wake model. On the other hand, the Ishihara and 

Qian model slightly over estimates the velocity values except at 𝑥′ 𝐷⁄ = 7 where the 

predictions match well with the experiments.  
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(a) (b) 

  

(c) (d) 

Figure 6.15 Comparison between the experimental data and the predictions of the 

wake  models using the estimated k* and 𝜖 at 𝑧/𝛿 = 1.17  along the streamwise 

direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 = 7. Porous disc is located between: 

−0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

As one moves deeper within the boundary layer, for instance at 𝑧 𝛿⁄ = 0.71 (Figure 

6.16), the wake models also show significant improvement in predicting the wake 

velocity profiles of the porous disc. At this position the ambient turbulence intensity 

is higher compared to the case outside the boundary layer, Ishihara and Qian wake 

model shows better match as the turbulence intensity increases especially at 𝑥′ 𝐷⁄ =

6 & 7. The Bastankhah and Porté-Agel wake model shows good match at all 

streamwise positions. Similar observations can be seen at  𝑧 𝛿⁄ = 0.56 and 𝑧 𝛿⁄ =

0.32. One can also observe, as we move to lower positions the inflow turbulence 

intensity increases which results in improving the predictions of the Ishihara and 

Qian model significantly.  
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These results show that when using the correct wake growth rate and initial wake 

width the wake models predictions can improve significantly even at low ambient 

turbulence intensity levels. This suggests caution in the use of porous discs to 

simulate wind turbine wakes and wind farms in wind tunnel studies.   

  

(a) (b) 

  

(c) (d) 

Figure 6.16 Comparison between the experimental data and the predictions of the 

wake  models using the estimated k* and 𝜖 at 𝑧/𝛿 = 0.71  along the streamwise 

direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 = 7. Porous disc is located between: 

−0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

 

 



 

 

173 

  

(a) (b) 

  

(c) (d) 

Figure 6.17 Comparison between the experimental data and the predictions of the 

wake  models using the estimated k* and 𝜖 at 𝑧/𝛿 = 0.56  along the streamwise 

direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 = 7. Porous disc is located between: 

−0.5 ≤ 𝑧′/𝐷 ≤ 0.5 
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(a) (b) 

  

(c) (d) 

Figure 6.18 Comparison between the experimental data and the predictions of the 

wake  models using the estimated k* and 𝜖 at 𝑧/𝛿 = 0.32  along the streamwise 

direction from (a-d): 𝑥′/𝐷 = 4 to 𝑥′/𝐷 = 7. Porous disc is located between: 

−0.5 ≤ 𝑧′/𝐷 ≤ 0.5 

6.5 Concluding Remarks 

The wake velocity profiles of the porous disc with radially non-uniform porosity are 

compared against model predictions from Bastankhah and Porté-Agel wake model 

and Ishihara and Qian wake model as it is successively immersed in a boundary layer 

inflow. The comparison illustrates the deviations between the porous disc wake 

velocity fields and the predictions of the wake models due to different wake growth 

rate and initial wake width estimations. The results show that the wake spreading 

rates of porous discs are significantly different than field turbines as well as the ones 

predicted by the wake models. 



 

 

175 

 

CHAPTER 7 

7 CONCLUSIONS AND FUTURE WORKS 

Results of an experimental study, which aims to investigate the effects of inflow 

boundary layer on the wake characteristics, in terms of mean flow, turbulence, wake 

scaling, and proper orthogonal decomposition downstream of an isolated porous disc 

with radially non-uniform porosity, are presented. The generated boundary layer 

inside the wind tunnel is representative of a neutral atmospheric boundary layer over 

a flat terrain. 2D2C PIV measurements are performed for different inflow conditions 

in the wake of the porous disc covering a region up to 7.5 diameters downstream 

position. In addition, comparisons of the porous disc velocity fields against the 

predictions of two Gaussian-based analytical wake models are conducted to highlight 

the differences in the spreading rate characteristics in terms of the wake growth rate 

and initial wake width parameters. 

The main conclusions are listed below:   

 Results show that otherwise symmetrical wake velocity profiles that exist outside 

the boundary layer get skewed and sheared around the disc centerline in the 

boundary layer due to the inflow wind shear.  

 The turbulent kinetic energy, its production and Reynolds shear stress levels get 

asymmetrical around the centerline of the disc. Due to higher mean velocity 

gradients on the upper half of the wake, which is due to the skewed mean velocity 

profiles, and high Reynolds shear stress levels at that location, increased 

production of turbulent kinetic energy is observed above the disc centerline.   

 Due to the inflow shear, the wake centerline gets shifted downwards (i.e., 

towards the wind tunnel wall), opposite to the observations of real wind turbine 

wakes in the literature where the wake actually lifts up. 
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 The asymmetrical and skewed velocity profiles both in the streamwise and the 

cross-stream directions (i.e., along the boundary layer) can be collapsed onto a 

single function by using the proper wake scaling parameters based on the ratio 

of local strain to average strain in the velocity profile calculated separately for 

either side of the wake. The streamwise variations of these scaling parameters 

also collapse for different positions within the boundary layer, except for the 

velocity scale Uβ − U0 for the lower side of the wake, where the inflow 

dependent variations are observed. 

 POD analysis reveals the differences in the flow structure when the disc is at 

different positions in the boundary layer. The turbulent kinetic energy 

contribution is the largest from the first mode. The first 15 modes constitute 

around 57% of the energy, which means the flow field can be reconstructed by 

focusing on the first few modes.  

 The proposed method to generate asymmetric wake velocity profiles could be 

used as an extension to the wake models to predict the wakes of real wind 

turbines.  

 The predictions of the wake models improve significantly when the estimated 

values of wake growth rate and initial wake width are used in the models instead 

of proposed equations especially at low ambient turbulence levels. 

 The estimation of the wake growth rate shows that porous discs have generally 

higher wake growth rate than real wind turbines as well as the ones predicted by 

the wake models. The growth rate trend for the porous disc seems to follow an 

increasing variation that seems to be not linear with ambient turbulence intensity. 

Future research will consider investigating the effects of ambient turbulence intensity 

without inflow shear on the wake growth rate variation of a porous disc and a model 

wind turbine of similar thrust coefficient to better quantify the growth rate in terms 

ambient turbulence, shear generated turbulence and mechanical turbulence. 
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